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xv

A lot has changed since the first edition of the book. Many more    
 management system standards requiring corrective action  
    have been developed. Many more failures of products, service 

processes, and organizations have occurred. And thankfully, root 
cause analysis (along with a close cousin, risk management) has been 
recognized as a critical component of organizational governance.

Unfortunately, the weakest component of most systems, the 
human being, has not become more reliable. And while this book 
cannot directly impact the social factors underlying these weaknesses, 
it can help anyone whose role is to try to find specific causes for 
failures. It does that by providing a way of thinking that will produce 
evidence identifying specific causes for which solutions can then be 
implemented.

As I mentioned in the preface to the first edition, a lot of credit 
is due to past classroom instructors and work experiences I’ve had 
that helped shape my thinking in an appropriate direction. However, 
I left out one major contributor—Dale Patterson—who as Director 
of Training for a major corporation requested a course on root cause 
analysis for some of their workforce. The newly developed course was 
a raging success and I felt obligated to document the content in the 
form of a book so it could be more widely disseminated.

Since the first edition was published, the course has been 
conducted another several hundred times. Each offering brings 
participants from new sectors, industries, and organizations who are 
dealing with the same types of issues—customer complaints, product 
or process noncompliance, and other performance problems. But as 
my wife reminded me one time, if there were no problems, I’d be out 
of work!

Preface to the 
Second Edition
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The best part of teaching the course is that I also get to learn, so 
it’s time to update the book to add a bit more detail in some areas (and 
correct three errors that folks were kind enough to contact me about), 
while still keeping the page length to something people are willing 
to tackle. Although the chapters are still ordered the same, more 
examples have been added and the appendices also have significant 
additions. I hope you find it worth your time to read and apply.
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Although many organizations have invested considerable time 
and effort to improve their processes, it isn’t unusual to see 
the same problems popping up over and over. The impacts on 

customers, end users, employees, profitability, and competitiveness 
have been well documented in management literature.

One factor making such problems highly visible is the formalized 
management systems guided by documents such as ISO 9001. 
They require organizations to collect and analyze data on process 
performance using audits, internal performance indicators, and 
customer feedback, and problems identified are to have corrective 
action taken to prevent recurrence.

Unfortunately, insufficient effort has been placed on providing 
guidance on how to carry out an effective diagnosis to identify the 
causes of problems. Organizations often implement what a participant 
in one of my courses called a “duct tape solution,” hoping it will 
address the problem.

Meanwhile, the risks associated with repeat problems have 
significantly increased. Not only is there much greater competition 
in just about any niche, but organizations and individuals who suffer 
from failures often expect significant monetary compensation. The 
increase in transparency brought about by the Internet and various 
social and legal movements also makes problems more visible.

Although the identification of problems is more rigorous, the ability 
to solve them has not necessarily improved at the same rate. Much of 
the training that is provided is too high level and philosophical, or is 
focused on creative rather than analytical problem solving. People are 
not being taught how to think logically and deductively.

Preface to the 
First Edition
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This book provides detailed steps for solving problems, focusing 
more heavily on the analytical process involved in finding the actual 
causes of problems. It does this using a large number of figures, 
diagrams, and tools useful for helping to make our thinking visible. 
This increases our ability to see what is truly significant and to better 
identify errors in our thinking. It is not the intent of the book to 
teach the tools themselves, as this has been covered well elsewhere. 
However, methods for using the tools to make better decisions will  
be presented.

The topic of statistics has intentionally been left out of this book. 
Although various statistical methodologies are valuable for validating 
measurement and process variation, making probabilistic decisions 
about hypothesis validity, and designing and analyzing complex 
multivariate tests, these are topics beyond the scope of this book due 
to their extensive nature. The focus of the book is instead on the logic 
of finding causes—or, as often described in training workshops, it is 
Six Sigma lite: problem solving without all the heavy statistics.

The primary focus is on solving repetitive problems, rather than 
performing investigations for major incidents/accidents. Most of the 
terminology used is what readers will see as everyday language; thus 
they can also use it for applications in their personal lives. Many of 
the examples involve situations with which the reader will likely be 
familiar.

Chapters 1 and 2 provide a solid foundation for understanding 
what root cause analysis is all about, and Chapters 3–7 provide details 
on each of the five critical steps necessary for diagnosing problems. 
Chapters 8 and 9 provide guidance for identifying, selecting, and 
implementing solutions, and Chapters 10–12 look at the subject matter 
from other angles. Three appendixes provide additional information 
to help the reader understand, apply, and learn more about root  
cause analysis.

It is important for the reader to understand that this book is 
designed to supplement, not replace, any guidance provided by 
regulators, customers, or other stakeholders who define requirements 
for an organization or industry. Also, while many examples are 
included, they are used only to help demonstrate specific concepts 
and should not be taken as recommendations for any specific problem 
situation the reader might face. One philosophical aspect reinforced 
throughout is that one can use the Pareto concept (the 80/20 rule) 
during the problem-solving process, thereby better utilizing resources 
in ways that will give a higher probability of success. However, given 
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the level of risk involved, some organizations or situations may not 
lend themselves to this approach.

The book focuses primarily on the technical process of root 
cause analysis, although other issues that can affect the ability of the 
process to be carried out effectively will be highlighted. And while 
many examples are used, the data or other factors have typically 
been normalized or otherwise adjusted to keep original sources 
anonymous.

I would like to recognize some of the individuals and organizations 
that have contributed significantly to my knowledge of problem 
solving, whether through formal training or experience. The first is a 
high school physics instructor, Al Harper, who embedded a module on 
logic in the course. Then there were college and continuing-education 
instructors Hugh Broome and Jim White, who introduced me to 
statistical quality methods that helped me understand the importance 
of variation and its sources. As an employee of TRW Automotive  
I had the opportunity to continually diagnose product, equipment, 
and process problems—an experience worth millions. One of  
Dr. Joseph Juran’s early books, Managerial Breakthrough, also greatly 
influenced me.

Of course, what really solidified and validated my knowledge 
was applying and teaching it for numerous organizations, including 
the government, military, education, manufacturing, healthcare, 
and financial sectors. My thanks to course participants and their 
organizations for the wide range of examples and their contributions 
to my learning.

Thanks also to the people at ASQ Quality Press for the opportunity 
to again publish with them. They really make the process seem easy, 
although it sometimes doesn’t feel that way when I give up a Saturday 
to work on a chapter.

I encourage readers to contact me with comments or questions  
on the book, or about workshops based on the book. Go to http://
www.aplomet.com.
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We live in a complex world. People and organizations often 
don’t believe they have the time to perform the in-depth 
analyses required to solve problems.

Instead, they take remedial actions to make the problem less 
visible and implement a patchwork of ad hoc solutions they hope 
will prevent recurrence. Then when the problem returns, they get 
frustrated—and the cycle repeats.

The risks of repeated problems in today’s world are significant. 
Most customers have many potential sources for their purchases, 
and this competition means firms cannot afford the waste created by 
resources producing less than adequate results. While viral marketing 
and the Internet can help make a new product or service an instant hit, 
rapid communication about problems can just as quickly wipe out a 
success. And more than a few consumers and legal firms are willing to 
take advantage of failures to create for themselves a financial bonanza 
through class action lawsuits.

This is not to say that all problems need to be given the same 
attention. However, those with a greater potential impact do need 
to get the appropriate focus. Repeated failures can be interpreted as 
a lack of due diligence given the knowledge gained over the past 
century for how to effectively design, produce, and deliver reliable 
products and services.

THE PROBLEM
According to the International Organization for Standardization (ISO 
2007), by the end of 2006 more than a million certificates had been 
issued worldwide for compliance to quality management system 
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standards such as ISO 9001, IATF 16949, and ISO 13485. While many 
of these certificates were issued to manufacturing firms, there also 
exist many other standards and/or guidelines used by other sectors 
and for other management systems. Some more widely known 
examples are the ISO 14001 standard for environmental management 
systems, the standards of the Joint Commission on the Accreditation 
of Healthcare Organizations (JCAHO), the Capability Maturity 
Model Integrated (CMMI) and Information Technology Infrastructure 
Library (ITIL) for information technology, and generally accepted 
accounting principles (GAAP) for financial accounting.

In more recent years even more families of management system 
standards have been developed. Some examples include food safety 
management (ISO 22000), information system services management 
(ISO 20000), information security management (ISO 27000), occu-
pa tional health and safety management (ISO 45001), energy 
management (ISO 50000), and asset management (ISO 55000). In 2018 
the ISO survey counted more than 1.5 million certifications, excluding  
IATF 16949.

Such documents provide general descriptions of management 
systems that allow organizations flexibility for their unique charac­
teristics. An important component of most of the documents is the 
recognition that systems do occasionally fail, and therefore provision 
is made to help the organization identify the failures, diagnose their 
causes, and take action to prevent recurrence.

However, the guidance given for corrective action by the 
standards (as well as most organizations’ internal procedures) is 
primarily for administrative purposes and thus provides no help for 
how to perform the diagnosis. Meanwhile, most people have not been 
trained in root cause analysis.

The author’s years of experience in training people in problem 
solving indicate that using root cause analysis is not a widely held 
skill. Schools certainly don’t teach it, even for professions where it’s 
obviously needed (Groopman, 2007). Instead, they describe how to 
diagnose specific problems related to the technology under study (for 
example, medical problems if one is studying to be a physician, or 
computer technologies if one is studying computer science).

However, root cause analysis is a generic skill that can be applied 
to nearly any type of problem. Some people learn it over time from 
repeated experiences solving problems, but this takes a lot of time 
and many mistakes are likely to be made along the way before one 
becomes highly proficient.
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THE IMPACT
Some people simply accept problems as part of life, as they appear to 
be everywhere you look. Here are just a few statistics to indicate the 
widespread failure of systems:

• A study by the Institute of Medicine estimated that in the United
States as many as 98,000 people die each year due to medical
errors (Kohn, Corrigan, and Donaldson 1999) and in 2016 that
number climbed to more than 250,000 (Johns Hopkins study).

• Wikipedia lists more than 60 accidents or incidents involving
commercial flights throughout the world from 2015 thru 2018.

• According to the National Highway Transportation Safety
Administration (NHTSA) web site, there were more than 50
product recalls announced just during April 2008.

• The Food and Drug Administration (FDA) web site listed more
than 100 recalls in just the last three months of 2018.

While these public numbers are important, equally significant 
in their own ways are the day-to-day problems consumers and 
businesspeople must deal with. Maybe it’s a hotel room door that 
doesn’t open when the keycard is inserted, an error in a bank 
statement, a new TV that doesn’t work, or a late airplane departure. 
At the workplace it may be a document that wasn’t signed, a 
computer system that’s down, an invoice that was paid twice, or a 
product that doesn’t work but needs to be shipped.

Such problems can cost people their jobs, their life savings, and 
their lives. They also reduce the trust people have in one another and 
in our institutions. As people and organizations become more averse 
to risk they are less willing to explore and innovate. Yet it is these 
latter types of activities that have created the technological, economic, 
and societal breakthroughs that have made the world as advanced 
and complex as it is today.

APPROACHES TO ROOT CAUSE ANALYSIS
There are many methodologies for conducting root cause analysis.  
A U.S. Department of Energy (DOE [2003]) guideline lists the follow-
ing five:

• Events and causal factor analysis—This process is widely used
for major, single­event problems such as a refinery explosion. It
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uses evidence gathered quickly and methodically to establish 
a timeline for the activities leading up to the accident. Once 
the timeline has been established, the causal and contributing 
factors can be identified.

• Change analysis—This approach is applicable to situations 
where a system’s performance has shifted significantly. It 
explores changes made in people, equipment, information, 
and so forth, that may have contributed to the change in 
performance.

• Barrier analysis—This technique focuses on what controls are in 
place in the process to either prevent or detect a problem, and 
which might have failed.

• Management oversight and risk tree analysis—One aspect 
of this approach is the use of a tree diagram to look at what 
occurred and why it might have occurred.

• Kepner-Tregoe Problem Solving and Decision Making—This 
model provides four distinct phases for resolving problems: (1) 
situation analysis, (2) problem analysis, (3) solution analysis, 
and (4) potential problem analysis.

There are, of course, overlaps among these five approaches, and 
the model presented in this book, based on more than 40 years of 
experience troubleshooting a wide range of problems, incorporates 
aspects of each. A major focus of the book is to help problem solvers 
differentiate among the generic steps involved in (1) identifying a 
problem, (2) performing a diagnosis, (3) selecting and implementing 
solutions, and (4) leveraging and sustaining results. The major 
emphasis is placed on diagnosis, which at its core is logical, deductive 
analysis carried out using critical thinking.

One barrier to effective root cause analysis is a lack of logical 
thinking about cause­and­effect relationships. An example from a 
television news broadcast makes this point. The anchor stated that 
there had been an increase in the number of bank robberies during 
the previous year and attributed it to the fact that there had been an 
increase in the number of banks. Yet had there not been an increase 
in the number of bank robbers (or robbery activities), the number of 
actual robberies would not have been higher. That is, although banks 
are necessary for bank robberies, they are not sufficient.

Another barrier is our reliance on intuition or previous experience. 
Daniel Kahneman (2013) states that there are two modes of thinking, 



Getting Better Root Cause Analysis 5

System 1 and System 2. System 1 is rapid, subconscious, and without 
much depth, while System 2 is slow and methodical. System 1 relies 
on previous experience and often includes a lot of biases that cause the 
individual to jump to conclusions. When trying to dig down to find 
causes of a problem it is useful to slow down and be more rigorous in 
our use of facts and data.

Such errors in thinking carry over to problems in technical, 
organizational, and social arenas. Individuals often focus on what is 
most visible, who has the deepest pockets, or whatever is the most 
politically convenient, rather than what will solve the problem. If 
such lapses in judgment continue to occur, the same problems will, of 
course, also continue. Just think what it feels like in an organization 
when everyone knows what the real cause is but no one is willing to 
speak up.

Of course, as Dr. W. Edwards Deming often said, survival is not 
mandatory (Lowenthal 2002). Capitalism has a way of weeding out 
organizations that are less effective, but unfortunately it often takes a 
long time and causes a lot of pain.

EXISTING PROBLEM-SOLVING MODELS
So how can organizations overcome the lack of guidance in root 
cause analysis? One way is to provide a model that gives people 
sufficient details about the discrete mental activities required. 
However, it is also useful to understand the potential weaknesses of 
some of the existing models used within organizations.

The ISO 9001 Corrective Action Process

A corrective action procedure is what most organizations provide 
for employees who must perform root cause analysis and take 
corrective action. Unfortunately, the procedure tends to mimic the 
ISO standard by requiring the following: (1) problems are identified 
and documented, (2) causes are determined, (3) corrective action 
is taken, and (4) effectiveness of the action is evaluated. While the 
procedure typically includes a bit more information about who is to 
oversee and sign off on corrective actions, what forms and databases 
are to be used to document the diagnosis/actions/results, and the 
required reporting channels and timing, the procedure usually does 
not provide any help for how to go about finding causes.
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Six Sigma DMAIC

The Define­Measure­Analyze­Improve­Control (DMAIC) model used 
for Six Sigma process improvement is certainly a good one. It helps 
an organization make sure that it is working on the right problems, 
has the right people involved, is considering critical-to-customer 
measures, is evaluating reliability/stability/capability of the process 
data, is identifying the most important factors contributing to 
performance, is changing the process to reduce the impact of those 
factors, and is maintaining the gains.

The three steps of define, measure, and analyze are excellent for 
identifying root causes, but a Six Sigma Black Belt who guides project 
teams through such an analysis typically receives four weeks of 
training on how to apply the model and the various tools that support 
it. So just providing such a high-level model to assist the corrective 
action process would not be adequate, since untrained personnel 
would have insufficient knowledge of how to follow it.

Other Models

There are, of course, many other problem-solving models available. 
Plan-Do-Check-Act (PDCA), developed by Dr. Walter Shewhart and 
communicated and modified by Deming to PDSA (Plan­Do­Study­
Act), has been widely used but provides little detail on how to find 
a root cause. The Eight Discipline (8D) model, developed by the Ford 
Motor Company in the 1980s, has been widely adopted by many 
organizations, and the enhanced Global 8D version is quite good. 
But again, the raw form (for example, just the list of 8Ds) does not 
provide much cognitive guidance.

A PROPOSED MODEL
Due to the demand for root cause analysis training, the author took 
his 7-step problem-solving model and expanded it to provide more 
depth in the diagnostic steps. Figure 1.1 is the resulting 10-step 
model, while Table 1.1 shows how it compares to other common 
models.

The model consists of two major phases: Steps 1–5 are the 
diagnostic phase (finding the root cause), and Steps 6–10 are the 
solution phase (fixing the problem). And while the model looks linear, 
a unique feature is the iterative nature of the five diagnostic steps. 
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Figure 1.1 The DO IT2 problem-solving model.

 1. Define the problem
 2. Understand the process
 3. Identify possible causes
 4. Collect the data
 5. Analyze the data 

 6. Identify possible solutions
 7. Select solution(s) to be implemented
 8. Implement the solution(s)
 9. Evaluate the effect(s)
 10. Institutionalize the change 

Find it*
Diagnostic

phase

Fix it*
Solution
phase

* It = cause of the problem.

 Table 1.1   Problem-solving model comparison.

10-step A3 8D DMAIC Kepner-
Tregoe PDCA

Establish the team
Define the problem Problem 

definition
Describe the problem Define Situation 

analysis
Plan

State goal Develop interim 
containment action

Understand the 
process

Root cause 
analysis

Define/verify root 
cause

Measure Problem 
analysis

Identify possible 
causes

Analyze

Collect data
Analyze data
Identify possible 
solutions

Counter-
measures

Choose/verify 
corrective action

Improve Solution 
analysis

Select solutions Potential 
problem 
analysis

Implement solutions Validate/implement 
corrective action

Do

Evaluate effects Confirm Situation 
analysis

Check

Institutionalize change Future 
actions

Prevent recurrence Control Act

Recognize the team
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Diagnosis of a problem is a drilling-down process whereby a broad 
problem definition is continually modified to become a more precise 
definition that eventually includes the cause. In effect, it mimics the 
purpose of the 5 Whys process, whereby one asks “why” multiple 
times to eventually get to the cause.

Like most models related to process improvement, the 10-step 
model also fits with the PDCA/PDSA concept. However, it provides 
much more depth for developing the Plan, which includes Steps 1–7 of 
the model. Step 8 is Do, Step 9 is Check, and Step 10 is Act, assuming 
the expected results were achieved. If not, one simply moves back up 
the model one step at a time to find where an error was made (for 
example, implementation failed or the wrong solution was selected).

Figure 1.2 is a visual depiction of the model, where the symbols 
used demonstrate something about the processes being carried out. 
For example, Step 1, Steps 4 and 5, and Step 7 require convergent 
thinking, which is taking in information and processing it in a way that 
makes it more discrete and focused, creating deeper understanding. 
Steps 2 and 3 and Step 6 require divergent thinking, or broadening the 
perspective of the situation. Step 8 is basically project management 
(imagine the box containing a Gantt chart), Step 9 is a decision 
diamond (did the solution work?), and Step 10 is maintaining the 
improvement and related knowledge.

 

Figure 1.2 Visual depiction of the model.

Find it

Problem
statement

Preferred
solution

Root
cause

4 & 5

2 & 3

Fix it

7

8

9

10

61
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The model was heavily influenced by the deductive process 
used for applied research in which (1) a problem worth researching 
is identified, (2) related literature is reviewed and hypotheses are 
developed for what might cause the problem, and (3) data are 
collected and analyzed to test each of the theories. Most master’s 
theses and doctoral dissertations follow this model, which is based on 
the scientific method.

The purpose of the 10­step model is to provide very specific 
instructions that help guide the thinking of individuals who are 
trying to solve problems. It ensures that solutions are aligned to an 
actual cause or causes rather than to leaps of faith. Think of it as a rifle 
approach to problem solving as opposed to a shotgun approach. While 
a shotgun approach may be appropriate for creative problem solving 
(for example, you’ve locked your keys in your car and you just want 
to resolve the problem), it is not a productive approach for analytical 
problems, where the right cause must be found and corrected.

Note that the model is not intended to replace an organization’s 
corrective action procedure, since root cause analysis and problem 
solving are only part of the process (see Figure 1.3). For example, the 
model does not include containment and remedial actions, which 
are important components of a corrective action process. However, 
the model or some derivation of it could be integrated within the 
corrective action process to significantly enhance the guidance 
provided.

Figure 1.3 Corrective action, root cause analysis, and problem solving.

Corrective action
• Identify need
• Document and assign
• Contain and remediate
• Track

Root cause analysis
• Identify possible causes
• Collect and analyze data
• Determine actual cause(s)

Problem solving
• Identify solutions
• Implement solutions
• Evaluate results
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When to Apply the Model

Experience has shown that the model is very applicable to problems 
that occur during the structured operation of most organizations. 
Following are examples of typical situations to which the model 
should be applied:

• Customer feedback or complaints
• Audit findings, whether internal or external (including audits of 

quality, environment, finance, IT, and so forth)
• External/field or internal product or process failures
• Equipment problems
• Performance problems as indicated by reviews of organizational 

or process-level metrics

The model is just as applicable to everyday problems people face at 
home, such as a problem with a dishwasher or lawn mower—that is, 
a breakdown of the equipment, not the person. This isn’t a book on 
psychology. Or is it? You decide after you’ve read it.

All models have limitations, and for this one it may be that it will 
be less effective in the following situations:

• When technology of the process is new or unknown, which 
means cause­and­effect relationships are not yet understood. In 
this case it may be difficult to even know what hypotheses are 
worth testing.

• When a system is very complex and has a large number of 
interacting variables, such as is often the case when a major 
project/program fails. In this case, the number of entities and 
knowing who did what and when will make it difficult to 
envision a process to analyze.

• When cause­and­effect relationships are bidirectional and/
or nonlinear, such as competitors’ responses to one another’s 
marketing efforts. In this case it will be difficult to measure the 
impact of one factor on another, since they are intermixed.

Adaptations and/or enhancements to the model can likely be done 
to deal with such issues. Some examples might be using a more 
inductive research approach (collecting data before forming theories), 
using causal loop diagrams or system dynamics modeling, and/or 
using multivariate statistics.
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It’s perhaps also useful to point out the difference between root 
cause analysis and process improvement. With root cause analysis 
there are specific causes that must be identified and addressed, while 
with process improvement one can typically identify many potential 
opportunities that might have an impact. Think of the search for root 
causes as equivalent to using a microscope to look at the process, 
while process improvement is more like just using a magnifying glass.

Root cause analysis is a way to react to problems that occur. 
Providing guidance for diagnosing and solving problems will then 
help improve the corrective action process in many organizations, 
assuming there is the will to take on the problems and the commitment 
of time and resources to allow the efforts to succeed.
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Corrective action is the overall process involved with taking an 
identified problem and seeing that appropriate action is taken 
to resolve it. Within the corrective action process is a problem-

solving process that finds and corrects the cause(s). The problem­
solving process includes both a diagnostic phase and a solution phase, 
and it is the former that involves root cause analysis.

If one reviews corrective action requests that have been closed 
out in organizations, it is not unusual to find that there is not effective 
alignment of the problem, the cause, and the solution, which means 
the organization has simply wasted resources and will likely see 
recurrence of the problem. One of the reasons this occurs is that people 
often don’t understand the difference between symptoms and causes 
of problems.

INITIAL PROBLEM RESPONSE

Problem Symptoms

Symptoms of a problem are the signals that something is wrong. 
It might be receiving the wrong item from an online bookstore or 
landing at the airport too late to make a connecting flight. Dealing 
with symptoms is an important part of problem solving.

For example, the online bookstore might see whether there are 
other orders in the queue to be shipped that are also incorrect and 
stop shipment, as well as check some recent shipments to determine 
whether the same problem occurred with any of them. The airline 
will identify all passengers who have missed their connections and 
notify them that some action is forthcoming. This type of action is 

2
Multiple Causes and 

Types of Action
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called containment, in that it identifies and quarantines (although not 
necessarily in a physical sense) all items affected by the problem.

The next action taken is also intended to deal with problem 
symptoms and is called remedial action. This is action taken to get 
rid of the symptoms, such as by reworking, repairing, replacing, or 
reclassifying the items. If the online bookstore finds other shipment 
errors, it will replace the incorrect products with correct ones. Airlines 
will often rebook passengers on the next flight or refund the unused 
portion of the ticket if the passenger elects to take another route.

Note, however, that neither containment nor remediation (the 
combination of these two are known as correction) does anything 
about the cause of the problem. Dealing with symptoms does not 
address the underlying cause of incorrect shipments or late arrivals, 
and finding causes is a much more complex undertaking due to the 
multiplicity and types of causes.

THE DIAGNOSIS

Multiple Levels and Types of Causes

When talking about causes of a problem it is useful to think about 
what the obvious cause might be versus the deeper underlying 
reason that the problem occurred. In this book the term physical cause 
will be used to define the immediate reason, and system cause will be 
used to explain why the physical cause occurred. Figure 2.1 shows 
the connections between symptoms, physical causes, and system 
causes, and provides examples of each.

 
 
 
 

Figure 2.1 Differentiating between symptoms and causes (physical and system).

Symptom Toast is burned

Check from insurance company
reimbursing for healthcare
services received overseas is
for the incorrect amount

Agent made error when
manually calculating 
exchange rate conversion

Software used for handling
claims does not allow use of
foreign currency transactions

No process for cleaning
toaster at regular intervals

Toaster did not eject bread
when timer expired, due to
excess buildup of bread 
crumbs in mechanism

Physical cause

System cause
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Other terms sometimes used for physical cause are direct cause, 
immediate cause, and proximate cause, indicating that the cause is often 
not far from where the problem was found (JCAHO 2005). Other 
terms sometimes used for system cause are latent cause or distal cause, 
meaning that they are farther upstream from where the problem was 
found (Loeb and O’Leary 2004). In healthcare the terms sharp end and 
blunt end are sometimes used.

Only a system-level cause can actually be considered the root cause 
of a problem, since it is the underlying policy or procedure that must 
be changed to prevent recurrence. However, in many cases one can 
justify finding and correcting only the physical cause. Digging down 
to the system cause should be done in cases where the frequency of 
the failure, the risks or impacts on other parties, and the related costs 
warrant such a decision.

In actuality there may be multiple levels of physical and/or 
system causes. Consider the following scenario:

A machine is producing defective parts. It’s found that a device on 
the machine has been damaged, so it is replaced. However, further 
investigation reveals that the reason the device was damaged was 
that it had been bumped by a forklift. It was subsequently found that 
the painted line on the floor that showed forklift navigation areas 
around the machine had worn off. The organization had no regular 
process for reviewing the status of the lines and repainting them 
when needed.

 
Note that the damaged machine was the immediate physical 

cause, but this was itself caused by another physical cause (the 
forklift), and this yet again was caused by another physical cause (the 
missing lines on the floor). The lack of a process for reviewing and 
repainting the lines is the system cause. Note that there could even be 
another system cause that created this error, such as a lack of clearly 
specified responsibilities for developing associated policies and 
procedures within the organization (see Figure 2.2). Each higher-level 
cause is actually an effect of lower­level causes.

It is sometimes difficult to know whether something should be 
considered a physical or system cause. One way to think about it is to 



16 Chapter Two

ask whether the cause could simply be replaced (in the above example, 
replacing the damaged machine component and repainting the lines) 
or whether it requires a change in how the organization operates (in 
the above example, defining who is responsible for line maintenance 
and developing a process for carrying it out). In the latter case, a 
policy/procedure is modified, which is usually a good sign that the 
system level cause was found.

This drilling down from symptoms to physical cause to system 
cause is the same concept as the 5 Whys process, whereby one keeps 
asking why something happened until the last appropriate level 
is found where action can and should be taken. If, for example, 
the answer to the next level cause is outside the organization’s 
control, then that level of cause cannot be directly addressed by the 
organization (although it may elect to put in a control barrier to detect 
and remediate when that level of system again fails). An example 
might be where a company has been mandated by a customer to 
purchase a particular product or service from a specific supplier, 
but the supplier then fails to consistently meet requirements. The 
company might then put in an additional step to review each delivery 
from the supplier and correct any problems found. Hopefully the 
company will also notify the customer of each failure, since costs in 
the supply chain have been impacted.

Figure 2.2 Levels of causes for machine problem.

Defective parts (symptom)

(physical causes)

(system causes)

Machine damaged

Hit by forklift

Painted lines faded

No process for maintaining lines

Unclear ownership of process
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Multiple Independent Causes

The reality is that each time “why” is asked at a particular level, there 
are many possible answers. For example, the reason for incorrect 
shipments by the online bookstore could be an error in order entry, 
a problem with a computer algorithm, or a mistake by the person 
packaging the order. All these could be at the same physical cause 
level, and in fact, if the organization is trying to reduce the number 
of recurring shipment errors, it may find that each has occurred at 
various times.

In such cases the organization must make a decision—should it 
work on all causes or instead focus on the one(s) having the greatest 
impact? Simultaneously working on all causes expands the diagnosis 
and disperses energy, which will require more time and perhaps 
result in less effective outcomes. The use of what is known as the 
Pareto principle implies that, instead, focusing on the cause that has 
the highest frequency, cost, or risk provides the quickest result. This 
doesn’t mean the other causes will be ignored, but once the largest 
cause is eliminated the decision can be made whether to move on to 
the next largest.

Of course, there are environments where all causes are likely to 
be dealt with simultaneously, such as when the impact of the failure 
involves injury, death, or other significant outcomes. All causes may 
also be pursued in cases where the impact isn’t as significant, but 
where the frequency of causes is more evenly distributed.

Combinations of Causes

In some cases, it takes a combination of causes coming together to 
create the problem. For example, if the bookstore employee pulling 
the book off the shelf normally uses a barcode reader but can’t in this 
instance because it is broken, then there are two interrelated causes 
for the incorrect shipment: (1) failure of the barcode reader and (2) 
the individual manually selecting the incorrect book. In such cases 
both causes should be considered for corrective action.

Another type of situation involves two interrelated causes, but 
deciding whether only one or both justifies corrective action depends 
on the context. Imagine a production line that includes a welding 
process. If a fire occurs near the line it would be a function of having 
both sparks from the weld operation and a flammable substance in 
the same area. But since welding sparks are inherent to the situation, 
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taking action to prevent flammable substances in the area would 
be more appropriate. However, if instead someone was repairing a 
metal bracket using a welder temporarily inside a building, it would 
be expected that flammable substances (for example, paneling or 
carpeting) might be inherent to that area, and action taken to control 
the distribution of weld sparks would be more appropriate.

Some organizations use different labels when dealing with 
combination types of causes by calling some contributing factors and 
others causal factors (NASA 2003). While causal factors are those that 
lead directly to a failure, contributing factors are those factors that, 
when they are present, increase the probability of occurrence. While 
corrective action for causal factors is usually warranted, corrective 
action for contributing factors more likely depends on cost/benefit 
analysis and how much it would reduce the risk of recurrence of the 
problem.

While this book focuses primarily on what caused (i.e., triggered) 
a problem, other forms of causes might be of interest. One is why the 
problem was not detected earlier. (Was there nothing in the process to 
detect it or, if there was, did it not work correctly?) Another is whether 
the problem had even been predicted when the product or process 
was designed. A poor risk management process can obviously lead to 
a lack of adequate controls.

ACTIONS TO PREVENT FUTURE PROBLEMS

Corrective Action

Root cause analysis is a process of drilling down to find causes of the 
problem so corrective action can be taken. By definition, corrective 
action means addressing causes rather than symptoms, but corrective 
action could be taken at the physical level only or also at the system 
level, depending on the criticality of the problem as well as frequency, 
cost, and risk.

While corrective action at the physical level may be appropriate 
for many problems, if the problem recurs due to the same physical 
cause, then the system cause should more likely be addressed. 
Note that while system level causes are considered the root causes, 
one can always dig deeper. For example, one cartoon on root cause 
analysis identifies gravity as the cause of patient falls in hospitals 
(Crossen 2007). While this is certainly scientifically correct, it is likely 
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a bit deeper analysis than is justified, especially because it would be 
difficult (and probably inadvisable) to eliminate gravity. However, 
where the need to prevent falls is critical, devices such as walkers and 
harnesses are often used to help offset gravity’s effects.

Figure 2.3 is a summary of the different ways multiple causes can 
occur, as well as how an organization might decide to deal with each. 
Note that all three can occur within a single problem situation, such 
as multiple independent physical causes and combination system 
causes. Differentiating between these can help ensure that actions 
taken are focused where the more significant risks occur and/or 
where significant value will be added for the resources invested.

Preventive Action

There are also proactive approaches to problem solving, such as 
failure mode and effects analysis (FMEA), hazard analysis of critical 
control points (HACCP), computer modeling, and other risk manage-
ment tools. In ISO 9000 terminology this is called preventive action 
and is only tangentially related to problems that have already 
occurred. Until we are able to design perfect systems, there will still 
be the need to perform root cause analysis and take corrective action.

Problem

Figure 2.3 Manifestations of multiple causes.
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THE NEED FOR FILTERS
The need to decide whether to pursue the system cause of 
problems has been identified. However, this isn’t the only filter that 
organizations need for their corrective action processes. Perhaps most 
important is whether a particular problem even warrants a diagnosis.

The concept of corrective action density is another good way to think 
about whether to initiate a corrective action request. The idea is for an 
organization to count the number of corrective actions initiated in a 
particular period of time and divide this by the number of employees. 
Imagine an organization with 250 employees having 400 corrective 
actions within a year.

This means more than one per employee, and given that only 
a relatively small number of individuals are actually involved in 
the process, those who carry out corrective actions are likely to be 
significantly overloaded. Think about it another way—400 corrective 
actions in a year is approximately eight per week.

The basic question is how effective an organization can be at 
diagnosing problems if employees have multiple corrective actions 
coming at them while they’re already working on several. The answer 
is obvious: They’re unlikely to be able to do a good job on more than 
a small number.

The solution is to have a filter, along with guidance for its use, 
that screens problems for whether they warrant an investigation or 
whether they will instead be entered into a database or other tracking 
device that allows watching for repeat occurrence. Note that the 
criteria for the filter are similar to the criteria for physical cause versus 
system cause: likelihood (based on frequency of occurrence in the past 
and probability of recurrence in the future), impact (on customers, cost, 
regulatory requirements, and other important risks), plus perhaps 
how many corrective actions are already open. For most organizations 
the specific numbers can’t be predefined, as they will change over 
time due to changes in products/processes, resource availability, and 
so forth. Figure 2.4 demonstrates the overall corrective action process 
and where these decisions must be made; Figure 2.5 is an example of 
a matrix that might be used to help rank problems in order to make  
a decision.
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Figure 2.4 Filters for the corrective action process.
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Two other decision factors that might be considered in special cases 
include age and velocity. Age has to do with how long the device 
or process has been in place. Root cause analysis might make sense 
when a new piece of equipment fails, but failure might be expected 
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as a normal part of the lifecycle for equipment that has been around 
a long time, and the problem only corrected. Velocity is related to the 
speed at which the impact of the problem will occur. For example, if a 
spot of rust is noticed on a structural element of a building it may be 
a very long time before it becomes meaningful; if instead it is a crack, 
the impact may be more immediate.

So, should root cause analysis be conducted, and if so, to what 
level? There’s only one correct answer: it depends. It depends on the 
context of the situation and the makeup of the specific problem. Some 
organizations recognize this by calling for apparent cause analysis 
(what is obvious based on known facts) when a full-blown root cause 
analysis is not justified.
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“A problem well stated is a problem half solved” is a common  
 phrase in the problem­solving field, attributed to former  
  GM executive Charles Kettering (Willingham 1999, 162). 

That is, rather than jumping to conclusions, if we take the time to 
ensure that we have a clear understanding of what the problem really 
is (or isn’t), it will save a lot of time further on that might have been 
wasted. Put another way: less chasing of ghosts!

Someone at work has told you that the copier isn’t working. Would 
you tell him to make sure there was paper in the machine? If so, 
there’s a good chance that checking the paper supply would be a 
waste of his time. Why? There are many other reasons a copier might 
not work (for example, the scanning light is burned out, the toner is 
low, the electricity is off, or there is a mechanical feed problem), and 
his statement of the problem does not point to a lack of paper as 
being any more likely than any of the other potential causes.

 
A good problem definition can help make the diagnosis more 

focused and productive. However, even before defining the problem 
it is worth considering whether the problem is important enough to 
work on relative to other issues and whether it is sufficiently narrow 
in scope to allow an analysis having a high signal-to-noise ratio. A low 
signal­to­noise ratio makes it difficult to differentiate between cause­
and­effect relationships because a focus that’s too broad includes 
many similar problems with different causes.

3
Step 1: 

Define the Problem



24 Chapter Three

SELECTING THE RIGHT PROBLEM
Earlier it was discussed that there should be a filter before the 
corrective action process that identifies which problems require 
action and which should simply be trended over time. However, 
not all problems identified in an organization will go into this filter. 
For example, if a company begins losing market share, this would 
typically not be considered an issue to be entered into the corrective 
action process. Yet it is an issue that might be of great significance to 
the future of the company, and to which root cause analysis could be 
applied by creating a task force to investigate it.

So before working on any problem, one must consider how many 
other issues are facing the organization and which of these justifies 
reallocation of resources. It’s necessary to look at the relative frequency 
of the problem, the cost impact, related risks (legal, regulatory, 
business loss), and opportunity costs. (How well does it fit with future 
strategic direction? Are sufficient resources available? For what else 
could those resources be used?)

Note that even a problem with minimal risks or direct cost may 
disrupt the organization in ways that are more troublesome than 
immediately apparent if it occurs at a high frequency. For example, 
it might cause a reduction in capacity, which could begin to effect  
on-time delivery or the ability to take on new business.

One of two tools is likely to be useful for deciding which issues 
justify the allocation of resources to conduct a root cause analysis. The 
first is a decision table or matrix (see Table 3.1), often called portfolio 
analysis in Six Sigma project selection. This tool is especially useful 
when the potential projects are significantly different from one another 
contextually, or when it is difficult to discretely quantify some of the 
evaluation parameters.

The second tool that can be used to evaluate potential projects is 
the Pareto diagram (based on the Pareto principle or the 80/20 rule). It 
is a simpler analysis that can be applied when all the problems are in 
the same context. However, multiple Paretos (or pivot table analysis) 
will still be necessary in order to look at the problem from different 
angles.
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 Table 3.1 Project decision matrix.

Potential project Customer 
impact Image Speed Cost Total

Wrong food delivered to table 9 9 9 3 30

High waitstaff turnover 1 3 3 3 10

Insufficient seating 3 3 3 3 12

Low health-inspection scores 9 9 1 1 20
Low = 1 Medium = 3 High = 9

Table 3.2 is an example of data an organization might have. Since the 
organization has already decided that reducing scrap is its number 
one priority, all the data are within the same context. However, it may 
not make sense to try to reduce it everywhere simultaneously, but to 
instead look for where the problem is greatest.

 

 Table 3.2 Scrap analysis data for first quarter.

Description Machine Shift P/N # of $

A 101 1 X 20 100

A 101 2 X 15 75

A 101 1 Y 5 100

A 102 2 X 12 60

A 102 1 X 25 125

A 102 2 Y 2 80

B 103 1 X 23 230

B 103 2 Y 6 300

B 103 1 X 4 40

B 103 2 X 20 200

B 103 1 X 30 300

B 103 2 Y 5 250

C 104 1 Y 2 200

C 104 2 Y 5 500

C 104 1 X 12 240

C 104 2 X 13 260

D 105 1 X 11 110

D 106 2 Y 5 1000



26 Chapter Three

Figure 3.1 shows multiple Pareto diagrams looking at the data 
by number of parts scrapped and the total dollars scrapped by 
department and part number (P/N). The graphs indicate that 
department B is the highest contributor, but not by a wide margin  
by either number of parts or dollars. However, when looking at the 
data by P/N, it’s easy to see that part X is the greater contributor by 
number of parts, and part Y is the greater contributor by dollars.

 

Figure 3.1 Scrap analysis using Paretos.
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The organization decides where to focus by asking what is more 
important. For example, if it is under heavy cost pressures, then 
working to reduce scrap for part Y would be a good area. If capacity 
constraints are more relevant, then perhaps part X would be a  
better focus.

Pivot tables can show the same thing in fewer steps (see  
Figure 3.2). Note that while it is still clear that the organization  
must decide between number of parts and dollars, the pivot tables 
help show which departments contribute the most to each.

Figure 3.2 Scrap analysis using pivot tables.
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When doing Pareto analysis, care must be taken relative to cate-
gorizing data into groups. Breaking down a category or combining 
categories can cause a shift in priorities. (See Figure 3.3 for analysis of 
customer complaint information for a convenience store chain.) It is 
therefore useful to look at the data in different ways in order to make 
the best decision.

Multiple Paretos should also be considered. For example, typically 
count/frequency is on the Y axis. But might priorities change if impact 
on capacity or other factors were also considered instead of (or in 
addition to) cost?

Another caution on the use of Pareto analysis has to do with timing 
of the data. Since a Pareto groups all the data for a particular time 
period, trends occurring during that period will not be obvious. It is 
always worthwhile to look at the data in a run chart (i.e., plotted over 
time) if timing is known for each of the data points grouped within 
the Pareto. When analyzing data, it’s generally a good idea to look 
at it in more than one way; each option has the potential to surface 
something of interest that another option might not make apparent. 

SCOPING THE PROBLEM APPROPRIATELY
The difference between departments in the previous example 
points out another issue for consideration. After a problem has been 
identified as significant enough to work on, there is still the matter 
of whether it has been well scoped. Let’s take a simple example such 
as a labeling problem. If an organization has identified numerous 
labeling issues over several months and decides to work on them, 
consideration should be given to whether it is really a single problem 
or perhaps multiple problems. For example, the labeling problem 
might consist of labels being placed at incorrect locations on product, 
the wrong labels being placed on products, the label content being 
inaccurate, and so forth. Although all of these may fall into the larger 
category of labeling problems, they are likely different problems 
with different causes. For example, the label may be printed at one 
location/time during the process but attached at a later location/time 
and by different people.
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Figure 3.3 Effect of Pareto categories.
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In this case, scoping the problem has to do with deciding whether 
to work on all the labeling issues or only the largest one. This isn’t to 
say that each of them isn’t important, but if working on all of them 
simultaneously makes the problem more complex, then perhaps a 
narrower focus would be useful. Once the most significant labeling 
issue is resolved, the organization can move on to the next one, if 
desired.

So again, the Pareto principle is useful for defining the problem. It 
helps focus energy/resources where they would be better spent, and 
increases the signal-to-noise ratio that will be encountered during the 
diagnosis. For the scrap problem discussed earlier, perhaps identifying 
a particular reason for scrap would be useful (for example, setup 
parts, destructive testing of parts, and visual vs. machined defects).

In some cases, an organization may start with a broad problem 
statement and narrow it down as the diagnosis progresses. In other 
cases, it may be helpful to first identify a general problem and then 
immediately jump to Steps 4 and 5 of the model in order to collect and 
analyze data that help narrow it down to something more manageable.

THE PROBLEM STATEMENT

Components of the Statement

Once the specific problem to work on has been identified, a clear, 
concise, and complete problem statement should be developed. 
Components of a good problem statement include the following:

• What: A description of what happened (that shouldn’t have) or 
didn’t happen (that should have), or what happened that the 
organization would like to see happen again, or simply what 
change in performance is desired.

• Where: Where specifically the problem was found. Note that this 
could be a geographic location, a point in the process, or a point 
on the product or defective item.

• When: When the problem was first found and/or when it began 
(if known). If this is the first time that might also be noted. Note 
that when should be specifically tied to a calendar date/time, 
since generalities such as “during the past three months” will be 
interpreted differently at future points in time.
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• How much: The frequency and/or magnitude of the problem. 
Numbers provided should be absolute values (plus percentages, 
if useful for normalizing the data). Variable/measured data is 
vastly more useful than attribute/count data due to its precision.

• In general, “Who” should not be a component of the problem 
statement, especially if it might cause the investigation to 
narrowly focus on the individual as the likely cause. However, if 
the problem affects a particular individual or group, the “Who” 
can be an expansion of the “Where.”

Some of these components can also be combined to include more 
specific information about trends or cycles in which the problem 
does or does not occur. A time-oriented graph such as a run chart or 
control chart should be used to assist in defining the “when” and 
“how much.” Such charts illustrate how the problem or process has 
performed over some past period of time, and in many cases can help 
quickly identify or eliminate several possible causes.

Figure 3.4 shows three run charts, each demonstrating a different 
pattern of variation. Consider how the cause for each pattern is likely 
to be different, with example A being related to something that 
occurred but then quickly disappeared, example B being something 
that slowly drifted, and example C being something that shifted then 
shifted back after some longer period of time. Such analyses of the 
problem over time may help confirm or rule out several potential 
causes quite early.

The run chart can also help define the baseline performance that 
can be used at Step 9 of the model, comparing before-versus-after 
implementation results. However, as mentioned earlier, in some cases 
this level of information may not be immediately available; it may 
be necessary to skip to Steps 4 and 5 in order to get the data before 
completing Step 1.
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Figure 3.4 Using run charts to inform the problem statement.
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When possible, the problem statement should also be supported by 
samples, photos, additional data, and any potential precursor (poten-
tial early warning) information. These can help overcome poten tial 
communication errors that occur when problem infor mation is being 
passed between people and organizations.

Following are some example problem statements and comments 
on each:

• Computer downtime is too high. Although this may signify that 
someone believes there is a problem, it is certainly not sufficient 
to allow anyone to begin a diagnosis. Which computer(s)? 
Located where? How long has it been too high? How high is 
it? What is an acceptable level of downtime, or what was the 
level before it became unacceptable? What type of downtime 
(for example, breakdown, software upgrades, or hardware 
maintenance) is included or excluded in the numbers?

• The percentage of customers whose vehicles were not ready for pickup 
when promised has increased in the past three months. How much 
has it increased? What was the average number per week 
before, and what is it now? Was it a sudden or gradual increase? 
Can the customers be more narrowly identified as to perhaps 
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the type of work they were having done? Which three months 
(e.g., “past three months” is relative to now and will change)?

• Only 45 percent of fourth graders meet the standardized test require-
ments. At what schools? All classrooms or only some (if more 
than one at the school)? Is it only for the latest test, or was it also 
true for the previous one(s)? For which subjects (for example, 
reading, writing, or math) did they not meet the requirements? 
How many fourth-grade students at the school(s) took the test?

• Mary, who herds her sheep in Barry, lost three lambs to illness this 
year. In the past five years she had lost none. OK, perhaps not the 
beginning of a good fairy tale, but at least a more complete 
problem statement. We know where to find Mary, we know the 
problem she has, and we know the magnitude and timing. We 
can begin our diagnosis.

Some organizations also include an impact statement as part of 
the problem definition. The statement might specify the actual or 
potential costs, risks, and so forth, associated with the problem, 
helping individuals involved to better understand the importance of 
the project.

Note that the problem statement need not be a single sentence. 
One could perhaps improve problem understanding and root cause 
analysis in many organizations just by having a fill­in­the­blank 
format for defining the problem on the corrective action form. Often 
information comes back from a remote location and is neither accurate 
nor complete when it gets to the individual who must perform the 
analysis. Think about the difficulties encountered when a field 
salesperson hears about a problem, and the subsequent energy often 
required by internal personnel to get the details. If the organization 
had a standard way of capturing problem information, diagnoses 
could begin much quicker.

Problem statements are often quite broad at the beginning, until 
either the problem has been better scoped or sufficient information 
has been obtained to allow a more finite description. However, by 
cycling through the five diagnostic steps, one is continually making 
the statement more and more definitive, until it actually includes the 
cause(s) of the problem. Note that this does not mean the original 
problem statement is actually rewritten each time, but instead that 
understanding of the problem is now deeper.
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Cautions on Problem Statements

It is also important to ensure that the terminology used in the 
problem statement is not unclear, ambiguous, oblique, or fuzzy. 
This can be done by using terminology that is well recognized in 
the organization. However, the same terms might stand for different 
things depending on the functional perspective of the user, so a better 
approach is to provide an operational definition for terms that might 
easily be misunderstood or misinterpreted.

Two hospitals were comparing the length of stay for patients 
undergoing knee replacement surgery. Each hospital flowcharted 
its process at a high level and then collected data in order to learn 
how long each of the major steps took. It was found that one 
hospital took significantly less time in the operating room (OR) 
than the other hospital, and this appeared to be a good area for 
improvement for the second hospital. However, it was found that each 
hospital measured OR time—when the clock was started and when 
it was stopped—differently; that is, they had different operational 
definitions (no, that is not a pun) for OR time.

Some advocate using the comparative thinking process of the  
is/is-not analysis, propounded by Kepner and Tregoe (1981), as part 
of defining the problem. Although this could be useful (and is, in 
fact, shown as part of Step 1 in the form in Appendix B), one must be 
careful, since the “nots” may just be “not yets.” Forming conclusions 
too early in the process can cause the diagnosis to go down a path 
based on faulty perception. The author prefers to leave this technique 
for Step 5 to analyze all the data collected to get a broader view of 
possible causes.

What needs to be excluded from the problem definition is 
anything that specifies or even implies what the cause is, such as 
how or why the problem occurred. Such information is likely to be 
premature or inaccurate and, again, cause the diagnosis to go in 
a wrong direction. After all, if the cause is known, why even do a 
diagnosis? Just implement the solution. But this is precisely why some 
companies’ corrective action processes fail: They think they already 
know the cause, and in many cases the solution.
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An organization was using dangerous equipment that repeatedly 
failed. Its problem statement said something like “accidental…,” and 
the diagnosis (and solutions) went on for months without achieving 
the desired results. Only when the organization found out that 
its assumptions were incorrect (the actions were intentional, not 
accidental) was it able to move forward with a deeper analysis as  
to the causes.

Caution is also warranted when including “who” in the problem 
statement. Often, people point to the individuals or the group who 
produced the output as part of the problem definition. In effect, they 
believe they know what the cause is at some level. If the diagnosis is 
constrained by this, actual causes might be missed.

The final comment on problem statements has to do with audit 
findings. Many audits of management systems (for example, ISO 9001) 
are based on relatively small sample sizes, and when a nonconformity 
is found it is recorded and reported. An example might be, “Company 
policy requires that all personnel using statistical process control (SPC) 
be trained in its use. Two associates in the machining department are 
using SPC but have not been trained.”

Note that since auditors do not typically go back to find when 
the problem began, or increase the sample size significantly in order 
to define the degree of the problem with any statistical confidence, 
the audit nonconformity is not a complete problem statement but 
instead just a list of symptoms. An exception is for financial auditors, 
and perhaps any others who tend to use statistics-based sample 
sizes for testing the management system. In such cases the findings 
are typically quite in-depth, and in fact, the auditors often look for 
the management control that has failed (that is, the physical cause of  
the problem).
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One major step many organizations fail to take in their problem 
diagnosis is a review of the processes that could have failed. 
Instead, quick intuitive (but often biased) decisions are made 

about where the problem was most likely created. The result is that 
many other potential causes are not even considered.

Understanding the process is all about stepping back and taking a 
broad view of the problem before jumping to possible causes. This is 
especially useful if the problem was thought to have been previously 
solved but has since recurred.

SETTING PROCESS BOUNDARIES
To begin understanding the process, it’s necessary to first establish 
a set of boundaries for the diagnosis. The ending boundary is usually 
pretty easy to identify—it’s where the problem was found. The 
beginning boundary is somewhat more difficult, but here are a couple 
of recommendations:

• Keep it internal to your organization, focusing on those processes 
over which you have direct control. It is always tempting to 
point the finger at someone else, such as an internal or external 
supplier, or to try to analyze the entire system. However, it is 
better to first keep the analysis to a narrower set of boundaries 
where the information to be dealt with is more readily available 
and the process steps are better understood. If it is found that 
the supplier may be at fault, this also provides useful leverage. 
The organization will be able to present information to the 
supplier about the internal analysis that was performed and 
how it indicated that the problem was likely caused externally.

4
Step 2: 

Understand the Process
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• What’s logical from a relative process timing perspective? Some 
processes occur dozens, hundreds, or thousands of times a day, 
while others may be carried out considerably less frequently. 
Discovering when the problem started may help identify 
whether only the more frequent processes should be inves-
tigated or whether the investigation should expand to other 
processes (see Figure 4.1).

One must always keep in mind that boundaries are being set in order 
to help limit the scope of the analysis, but flexibility is important. If 
information becomes available that indicates the boundaries must be 
expanded, then doing so makes sense. Of course, it is hoped that the 
boundaries will continually be narrowed until the only thing between 
them is the cause. But if the cause isn’t between the boundaries in 
use, then by definition there’s a high chance they must be broadened.

FLOWCHARTING THE PROCESS
Once the boundaries have been set, a flowchart can be constructed to 
understand the steps between them. (Note: Sometimes it is easier to 
do a quick high­level flowchart and then select what are perceived 
to be the appropriate or more logical boundaries.) While it may 
seem that just listing the steps using words would be sufficient, it 
is important to realize that the human mind deals much better with  

Figure 4.1 Setting boundaries for pizza taste problem.
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pictures or symbols (Roam 2008). Thus, the list of steps will be better 
understood if they are inside boxes. It is also important that the 
words inside the boxes be action oriented (verbs).

Several types of flowcharting techniques can be used:
• A standard high­level flowchart or process map using boxes 

connected by arrows (see Figure 4.2). Each box stands for a 
discrete step in the process, with arrows indicating the normal 
flow of product (whether widgets as in manufacturing, people 
in a healthcare/education/service organization, or information 
or dollars in a financial firm) through the process. Some people 
prefer to use standardized flowchart symbols representing 
specific types of processes (see Figure 4.3), although rectangular 
boxes are sufficient for most basic applications.

• A deployment flowchart, sometimes called a swim lanes flow­
chart, is similar to the standard flowchart but with boxes placed 
such that a specific location and/or group associated with that 
step is apparent (see Figure 4.4).

Many processes won’t necessarily be serial, or they may have a loop 
back from a later step to an earlier one, such as for rework. Some 
processes are a continual loop, such as a repair depot that returns a 
repaired product to the user, only to get it back again at a later date if 
it fails.

In general, it is recommended that the flowchart have no fewer 
than four and no more than eight steps. This allows sufficient 
understanding of the process without overanalyzing it. Including 
too much detail will in many cases be a waste of resources/time, 
especially if several of the steps can be ruled out as potential causes of 
the problem in Step 3.

However, there are times when the flowchart might benefit 
from more detail, such as when there are parallel paths for the same 
activity (for example, several airline counter personnel who are 
simultaneously tagging bags). This level of detail can be of value 
during Step 4, as it can help show how data will be gathered to allow 
for stratification.
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Figure 4.3 Example flowchart symbols.
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Figure 4.4 Deployment flowchart for an engineering change request.
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The flowchart is usually the primary process involved in the 
problem. In reality there are many other administrative/support 
processes that feed into each step of the process, such as the hiring and 
training of personnel, and acquisition and maintenance of equipment 
(see Figure 4.5). While the physical cause is likely to be found in 
the primary process, the system cause is likely to be in one of these 
support processes. But until the physical cause is known, digging into 
these side processes may be an unproductive random search.

Ideally the initial process flowchart will simply be a regurgitation 
of what is spelled out in an operating procedure. But there are 
times when there isn’t a standardized, documented process that can 
be flowcharted, since it’s just not something that would typically 
be docu mented. For example, although organizations implement 
policies, there is usually no process defined for how to do policy 
imple men tation in general. Yet if the organization was trying to 
diagnose a policy compliance issue, a flowchart could be developed to 
describe this generic process (see Figure 4.6) and to diagnose where a 
particular problem may have occurred.

People sometimes have difficulty deciding how to break a process 
into steps that make sense. The following guidelines are helpful:

• Consider the locations where the process steps are carried out. 
In many cases it makes sense to have each location be a separate 
box in the flowchart.

• Consider who is doing the work. If all the work is done in the 
same general location but portions are done by different people, 
then having each individual be a separate box in the flowchart 
might make sense.

• Consider the amount of time each step of the process takes. The 
flowchart may be more useful if each step is a similar length  
of time.

It is likely that some combination of these three guidelines can 
work for most processes. Company procedures may also be useful 
when developing the flowchart, as they define how the process is to 
work. When working on repetitive-type problems it is better to start 
with this “should be” flowchart, then look at what deviations may 
have occurred that may have caused the problem. In incident-type 
problems (see Chapter 11) the reverse is usually done, whereby what 
actually happened is flowcharted first and then analyzed for how it 
varied from what should have occurred.



Step 2: Understand the Process 43

Figure 4.5 Primary versus administrative/support processes.
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Figure 4.6 Generic process for policy development and implementation.
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By process it is meant the time sequence in which something is carried 
out, and this could be physical or logical. It might be the flow of 
information within a computer network, the sequence of buttons, 
controls, and valves involved in an elevator moving from floor to 
floor, or the thought process of an individual who is trying to make 
a decision. If there’s something wrong with the data in the computer, 
movement (or lack thereof) of the elevator, or the individual’s 
decision, it is likely the result of something that occurred during the 
sequence.

WHY PROCESS IS SO IMPORTANT
Why the focus on process? Because everything we do is a process, 
often demonstrated by use of the SIPOC (Supplier–Input–Process–
Output–Customer) diagram (see Figure 4.7). In a process, there is 
a prescribed or natural time order in which things get done, where 
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Figure 4.7 SIPOC diagram.
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something is transferred from one step to another. When the output 
of a process isn’t satisfactory (that is, the objectives are not being 
met), something probably went wrong within the process. This 
generic process thinking can be applied to any type of organization, 
as shown in Appendix B, Figure B.1.

The process being analyzed may be an entire organization, a 
single facility, a broad business process, or a narrow process within 
one department or work area. Problems in organizations are therefore 
the result of failures of one or more of these processes (or an external 
process that affects the organization).

Here are some reasons processes fail:
• If there are no defined standards for how the process is to be 

carried out, people will do what they perceive as necessary 
or sufficient. In many cases they’ll be correct, but other times 
they won’t and a problem will occur. This isn’t to say that 
all processes in every organization should be spelled out, 
as the knowledge and creativity of people should be used 
when appropriate. However, for critical and highly repetitive 
processes especially, there should be standards for how to carry 
them out. The standards might be detailed procedures or work 
instructions, flowcharts, checklists, or other forms of guidance 
such as training.

• The process definition is incorrect. One can almost never 
imagine every possible scenario and address it in a procedure. 
Therefore, process definitions will be either too specific, not 



Step 2: Understand the Process 45

allowing variance for dealing with something that might be 
encountered, or not specific enough, creating excess variation.

• Sometimes the process definition is not followed. This may 
be intentional or unintentional. Dealing with necessary 
workarounds (for example, the process definition may be 
incorrect) is often found, or perhaps people have been told to 
deviate for other reasons.

It is important to realize that processes and their related equipment, 
information, and other resources make up the systems within which 
people work. So often when a problem occurs, the first question 
asked is “Who did it?” rather than “Which process failed?” The 
reality is that it is usually the system that fails to provide a process 
that is sufficiently robust.

Several new customers of a high-end fitness club have complained 
that their name on their membership card was misspelled. The owner 
is likely to caution the desk clerk to be more careful in the future. If 
the problem continues, the owner may eventually take time to find 
out why, and learn that the desk clerk has dyslexia.

Are the misspellings occurring because of the clerk or because of 
a process failure? If the owner had a more effective screening process 
for hiring, this problem would likely not have occurred. Replacing 
the clerk deals only with the physical cause and not the system that 
allowed it to occur.

Concentrating on the process takes the focus off of people, at least 
until there is evidence that a problem is specific to an individual. Even 
then, a process (the system) is likely to have created the problem. 
As Sydney Dekker put it, “Instead, find how people’s assessments 
and actions made sense at the time, given the circumstances that 
surrounded them” (2006, xi).

There are times when the flowchart might initially describe the 
sequence of operation that the failed device was supposed to go 
through (e.g., push button: circuit board sends signal to motor, motor 
turns, garage door opens). The use of symbols indicating the function 
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of each component/step might then be useful (think of an electrical 
or hydraulic schematic). But eventually the process used by people 
to design, build, install, or use the device must be analyzed if the root 
cause is to be discovered.

ADDITIONAL VALUES OF THE FLOWCHART
The flowchart also contributes to problem diagnosis in other ways:

• It can help identify who needs to be involved, directly or 
indirectly, in the diagnosis. While a core group may develop the 
initial flowchart, the same people may not have intricate depth 
of knowledge of each step of the process.

• Since it is likely the process that has failed, the flowchart helps 
show which steps could have or could not have contributed to 
the problem. In effect, at Step 3 of the model, the steps of the 
flowchart become consideration for possible causes.

• The flowchart helps identify data collection points, places where 
certain steps or phases of the process can be evaluated for how 
well they are working.

The idea is to continually drill down into the process as the diagnosis 
is done (each time the diagnostic process cycles through the five 
steps, asking “why”), using the new knowledge to narrow the boun-
daries more and more (see Figure 4.8) until the cause has been found.

Figure 4.8 Drilling down to find cause.
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Two cautions to observe when drilling down in a process flowchart:
• Maintain boundary congruence. If a particular step was outside 

the boundaries at a higher level of the process analysis, it should 
not be within the boundaries at a lower level. This can cause 
scope creep, whereby portions of the process that were logically 
excluded earlier creep back into the analysis due to accident.

• Don’t use the same terminology at one level as was used at 
another. Otherwise, confusion over the differences will likely 
occur, which may also cause boundary errors and operational 
definition problems.
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The deductive thinking process involves first developing theories 
about what is causing a problem, followed by searching 
out empirical evidence that supports or refutes each theory. 

Understanding the process (Step 2) provides problem solvers with a 
broad view of the system that has failed. Step 3 is then about identifying 
what factors are more or less likely to have caused the problem.

By identifying which factors are more likely, the amount of data 
to be collected will be reduced, again using the Pareto principle 
in allocating resources. Of course, it may later be found that some 
assumptions were wrong and some previous decisions need to be 
revised. Such is the reality of problem solving.

Three approaches are available for identifying possible causes:  
(1) treat each step of the flowchart as a possible cause, (2) use a logic 
tree to identify possible causes at each level of the system, and (3) 
brain storm a list of possible causes using a cause­and­effect diagram. 
It’s likely that some combination of approaches will be best. Since the 
first two methods are more logical, scientific, and structured than the 
third, they will be covered here first, although the latter may be just 
as useful for simpler problems. Two additional approaches mentioned 
earlier, barrier analysis and change analysis, can also be integrated 
within each of the three, and the flowchart, while useful as a separate 
way of identifying possible causes, is also useful when using any of 
the other four.

5
Step 3: 

Identify Possible Causes
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USING THE FLOWCHART FOR CAUSES
Using the steps of the flowchart as possible causes has a couple 
of advantages. Since it was created during Step 2, no extra work is 
required. Also, if any of the steps in the flowchart can be eliminated, 
a lot of detailed causes related to that step may be quickly excluded. 
Thus, the flowchart will provide good leverage in reducing the 
amount of time and data required.

A copier ejects a blank sheet of paper when you attempt to make a 
copy. Figure 5.1 is a flowchart of the major steps the machine goes 
through to make a copy. Since a blank sheet is being ejected, the last 
step in the flowchart is obviously happening. And in order to eject 
a blank sheet, the copier must have picked up a blank sheet, so the 
second step of the flowchart is also working. The fourth step doesn’t 
actually have anything to do with the image itself, other than making 
it permanent. This means the first step and the third step are the only 
possible causes.

A downside to using the steps in the flowchart is that factors that 
could cause the problem do not come to mind when thinking about 
the steps in the process. For example, the environment may not be 
thought of as relevant for most process steps, but humidity in the area 
where the process step is carried out might introduce an unknown or 
unpredicted variable. In order to help surface such tangential issues, 
the flowchart could be developed in more detail (for example, break 
down the steps thought to be irrelevant before concluding so), or a 
brainstorming session (covered later in this chapter) could be done.

Be aware of a couple of cautions when using steps in the flowchart 
as possible causes. One, the causes may actually be between the steps 
of the process (e.g., transport, storage, handoffs). And two, when a 
step of the process is thought not to contribute to the problem, it is 
sometimes removed from further consideration. However, there is 
always the possibility that something has been missed. In order to 
avoid this, rather than saying that each step can or cannot cause the 
problem, rank the likelihood of each as low, medium or high.
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Figure 5.1 Copier process flow.
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USING A LOGIC TREE FOR CAUSES
A logic tree may be used in place of or in conjunction with a 
flowchart. For example, if there is no standardized process, then 
Step 2 of the model might be skipped and a logic tree used in lieu 
of it. However, the logic tree is the more powerful tool from a cause-
and­effect perspective, and it is likely to be used to supplement the 
flowchart.

A logic tree (also called a why-why diagram) is conceptually the 
same as or similar to a bill-of-material or an organization chart and is 
a way to document the idea of 5 whys analysis. It is a simplified form 
of fault­tree analysis, which looks at the different ways a system can 
fail. It might be thought of as a cause­and­effect diagram on steroids, 
as it breaks down the system being analyzed into logical, incremental 
cause­and­effect relationships. One significant advantage of the logic 
tree is that it allows infinite depth in drilling down into the system 
being analyzed.

Figure 5.2 is a logic tree for the copier problem discussed earlier. Note 
that only the steps of the process that could have failed (or technical 
ways the problem could have occurred) are shown. This is as far as 
the analysis needs to go, as the most likely causes are the two shown. 
The diagnosis could then progress to Step 4 of the model in order 
to collect data to find out which actually did fail. For example, if the 
image scan light in the first step isn’t working, then it could not be 
scanning properly, and the third step would be eliminated (for now) 
as a possible cause.
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Figure 5.2 Logic tree for copier problem.
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Logic trees can break the system down in different ways:
• Functional analysis—The way that an electric clothes dryer 

accomplishes its function of removing moisture from wet 
clothes is by heating them, rotating them, and blowing air 
through the drum. A beginning logic tree for a dryer that is not 
drying clothes would therefore have three components: heat, 
rotation, and air flow. Finding out which of these is deficient 
allows drilling down to the next level.

• Component focused—Figure 5.3 shows the next level of the 
logic tree for the copier problem, where the focus is on which 
component of the copier might have failed. This is similar to a 
bill of materials analysis.

• Failure mode focused—Figure 5.4 shows that there are only two 
primary ways the frequent­flier account could be wrong.

• Process attributes/parameters—When making toast, two primary 
process parameters are important, temperature and time. Process 
parameters are the characteristics or controls of the process 
which, if too high/low or too long/short, will cause problems.

• Process focused—Figure 5.5 shows the three major steps involved 
in providing a hospital patient with medication; the steps were 
used as the possible causes at the first level of the logic tree.
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Figure 5.3 Deeper logic tree for copier problem.
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Figure 5.4 Frequent flier points error.
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Figure 5.5 Process-focused logic tree.
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Two additional logic trees are shown (Figures 5.6 and 5.7) to 
demonstrate that logic trees can also be used to deal with softer and 
more complex problem situations. Note that none of these logic trees 
are complete, in that they do not get down to either the physical cause 
or the system cause. The tool is simply used each time through the 
five diagnostic steps, developing it one level further and eliminating 
as many causes at that level as possible.

With a lot of experience, users of logic trees may find that they can 
have a binary (or at least a very small number) of potential causes at 
each level, making the data collection process much easier. That is, if 
there are only two possible causes at the current level of analysis, if 
either can be easily and reliably tested the answer for the other is likely 
also known. Eliminating the branch of the tree not responsible takes 
with it many, many causes below that level. However, this will only 
work reliably if each level of the tree is well developed. A common 
recommendation is to ensure that the causes are mutually exclusive 
(there is no overlap of the causes) and comprehensively exhaustive 
(no causes are missing) at that level.

Another significant advantage of the logic tree is that it auto­
matically leads into system causes if the analysis at that level is 
desired. When the physical cause has been found, all that is required 
to continue to the system cause is to add more levels, asking why the 
physical cause occurred (see Figure 5.8 for a simple example).

As discussed for flowcharts, the terminology used in logic trees 
can be important. The top level of the logic tree should be the problem 
statement (or some shorter description of the problem symptoms) 
or the step of the process being analyzed, and each level below that 
should sufficiently describe the causes. For example, “inadequate 
training” is better than just “training.” Each level of the logic tree is 
developed by asking why or how the step above could have occurred.

One of the powers of logic trees is that they provide for 
incremental cause­and­effect analysis, rather than making gigantic 
leaps of faith. In one of the author’s classes, someone once described 
damaged product as being caused by operator attitudes. Recognizing 
that an attitude alone cannot damage something (other than one’s 
own mind), the author pushed the class to define how the product 
could be damaged. Such damage would have to be a function of the 
laws of physics, chemistry, and so forth.
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Figure 5.8 Logic tree for lack of training.
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Flowcharts and logic trees can be used in combination, taking 
advan tage of the power of each. A flowchart gives a time (horizontal) 
orien ta tion of the problem, while the logic tree gives a structural 
(vertical) relationship. Each provides a different perspective that 
allows one to gain a better understanding of the system being 
analyzed. If a diagnosis comes to a halt when using a flowchart or 
logic tree, switching to the other at the level of analysis where stuck 
will often help break the problem open. This draws on both ways the 
brain processes patterns of information—sequentially and spatially 
(Hawkins 2004).

One final but important comment on logic trees is useful. Some 
organizations use a standardized logic tree to help them consistently 
classify causes of problems. For example, the DOE guideline 
mentioned in Chapter 1 includes a standard logic tree that DOE 
facilities must use to code the causes of occurrences. This has the 
advantage of allowing them to look both within and across facilities 
for common, repetitive causes and identify more systemic issues. 
Given that DOE facilities often involve very high-risk processes and 
substances, they deserve kudos for their efforts.
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The downside to the use of a standard logic tree is that the 
language is not fine­tuned to the specific failure that has occurred. 
Personnel may therefore find it useful to develop their own logic tree 
in order to diagnose a particular problem, and then use a standardized 
logic tree to classify their finding when required.

USING BRAINSTORMING AND THE 
CAUSE-AND-EFFECT DIAGRAM FOR CAUSES

One of the major advantages of using high­level steps in a flowchart 
and/or high-level categories in a logic tree as possible causes is that 
each contains within it many more detailed causes. Therefore, if one 
or more of the high-level items can be demonstrated as not being 
the cause, eliminating it from the list also eliminates all the detailed, 
microlevel causes associated with it.

However, for simple problems, or as a way to supplement other 
methods for identifying possible causes, brainstorming and a cause-
and-effect diagram may be used, and they are often used in tandem. 
The cause­and­effect diagram (see Figure 5.9) is conceptually the same 
as a logic tree, although simpler to implement. Of course, with this 
simplicity comes a few weaknesses, such as lack of room to drill down 
very far, and items that often seem to fit into multiple categories. 
It is still a useful tool, however, even if it is used just for triggering 
thoughts during brainstorming.

Typical categories used in the cause­and­effect diagram for 
manufacturing processes are the seven Ms: manpower (people), 
methods, material, machinery, measurements, Mother Earth 
(environment), and management. (Appendix B includes an expanded 
list of the seven Ms.) In an office environment the four Ps are often 
used: policy, people, procedures, and place (facilities and equipment), 
while the service industry sometimes uses the four Ss: suppliers, 
systems, skills, and surroundings. Some organizations find it more 
productive to simply brainstorm a list of causes and then create their 
own categories by grouping together similar items on the list. This 
allows the terminology to be better tuned to the specific application/
environment, rather than trying to impose categories from elsewhere.

Most people are familiar with the concept of brainstorming but 
may not be aware of the methods for doing it. Descriptions of four 
brainstorming approaches follow.
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Figure 5.9 Partial cause-and-effect diagram related to a hotel reservation problem.
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Unstructured Brainstorming

Unstructured brainstorming is the traditional, open, “everyone shout 
out ideas” approach that gets ideas flowing. The downside is that 
there may be people in the room who don’t normally speak up or 
who just aren’t quick enough to be heard over others. The rule of “no 
discussions or critiques during the brainstorming session” is critical 
for keeping the energy and flow high.

Structured Brainstorming

Structured brainstorming begins with one person in the room stating 
one idea, followed by others in the room who contribute in sequence, 
either clockwise or counterclockwise, until everyone is out of ideas. 
If an individual doesn’t have an idea, he or she simply says “pass” 
(for this round only) and the turn moves on to the next person. 
When everyone says pass on the same round, the session ends. This 
approach allows everyone equal time/opportunity, but it obviously 
chafes folks who are full of ideas. One way to overcome this is to use 
the unstructured approach first, then follow up with the structured 
approach to see whether anyone has more ideas.

Round Robin Brainstorming

Round robin brainstorming is similar to the unstructured approach but 
gives people a more limited scope to work on at a time. For example, 
post several flip charts around the room and write one of the 7Ms at 
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the top of each. Then have a portion of the group go to each chart and 
brainstorm on the paper anything they can think of for that category. 
After a minute or so, or when the energy begins dying down, have 
everyone rotate clockwise or counterclockwise to the next flip chart. 
Repeat until all individuals/groups have visited all charts.

Crawford Slip Brainstorming

Have you ever been in a room with a group of individuals who 
needed to talk about something but, due to either the sensitivity of 
the topic or the presence of a particular individual, were not likely 
to speak the truth? This can be overcome by handing out identical 
sheets of paper and having the individuals write down their ideas. 
(The technique is also known as brainwriting.) The facilitator then 
collects all sheets and copies all items onto the flip chart. If an item 
is listed by multiple people, it is listed that many times on the chart. 
This keeps ideas anonymous but allows people to get the information 
in front of the group.

Problems with Brainstorming

Although brainstorming is highly applicable to creative situations, 
sometimes it’s difficult to identify possible causes while at the same 
time trying to analyze the process/system that has failed (remember 
the differences between divergent and convergent thinking). In 
addition, brainstorming (at least the unstructured version) can be 
noisy, which interrupts the thinking process for some people. When 
brainstorming for possible causes, it is advisable to give participants 
some silent time that allows them to think of causes without 
interruption. This is especially important for introverts, who like to 
process information internally.

USING BARRIER ANALYSIS FOR CAUSES
Another technique used to support finding possible causes is barrier 
analysis (or control analysis, in management-speak). It takes the view 
that organizations use management controls to prevent and/or detect 
problems, and that when a problem occurs it is possible that one of 
these controls has failed. The barriers may be soft (administrative 
processes) or hard (physical devices). Prevention barriers are activities 
performed or design features included when designing a product 
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or a process. They include design reviews, finite element analysis 
or other computer simulation modeling, validation testing, FMEA, 
training, and mistake­proofing devices (mechanical, software, and so 
forth). Detection barriers are inspections, reviews, screening processes, 
or other mistake­proofing devices meant to identify when something 
has gone wrong.

Barrier analysis can be integrated with the flowcharting process 
by identifying each step that is or contains a barrier, and seeing these 
as potential causes (see Figure 5.10). Failures of barriers can also be 
included in the logic tree, brainstorming, or cause­and­effect diagram.

If a detection barrier does fail and results in a problem downstream, 
the organization should consider conducting two diagnoses: (1) why 
the detection barrier failed and (2) what caused the problem in the 
first place. Many organizations tend to focus only on the first of these, 
rather than going back to the real cause of the problem.

Apply to
donate

Refrigerate
unit

Pack
units

Ship
units

Donate
blood

Figure 5.10 Barrier analysis.
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USING CHANGE ANALYSIS FOR CAUSES
Another technique for identifying possible causes is change analysis. 
It is especially relevant, and should therefore be the first option for 
Step 3, when the problem exhibits a significant shift in performance 
at some point in time, as indicated by the run chart used in Step 1. 
The idea is simply to ask what may have changed prior to this 
shift in performance. Note that it could have been an intentional, 
planned change or an unintentional or unknown change, and it could 
have occurred within the organization or somewhere else up the  
supply chain.
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The categories used in the cause­and­effect diagram can be useful 
here, prompting questions about what changes in people, equipment, 
or materials could have caused the problem, and during Step 4, 
prompting investigation to determine whether any of them have 
changed. Note that change in any one of them does not indicate it is 
the cause, but it certainly raises it to a higher priority for focus. The 
change analysis might also be more concise if it is done iteratively 
for each step of the process, rather than by trying to think about the 
overall process all at once.

A technique useful for determining whether a particular change 
is likely to have caused the problem is to evaluate the time frame 
between when the change took place and when the problem was 
detected (see Figure 5.11). For example, if the effect should have been 
immediate but the problem did not appear until some significant time 
later, this reduces the likelihood of a particular change being the cause. 
When determining the specific amount of time it should have taken 
for the effect to appear, it’s important to consider how much work was 
in the queue between the supposed cause (the change point) and the 
effect (where the problem was detected). Other factors to consider are 
the direction of the change and the magnitude. That is, are they what 
one would expect based on the change that was made?

Unfortunately, change analysis tends to not work as well as it 
should for various reasons. Sometimes change was unplanned and 
unknown, such as when a supplier does not communicate changes 
made to their process. Documentation of change is often lacking, so a 
search will not uncover evidence of changes that were carried out. If 
interviews conducted to determine changes made are not of sufficient 
breadth (people interviewed) and depth (the specific questions asked), 
then it is easy to miss the needed information.

ELIMINATING POSSIBLE CAUSES
Throughout this chapter several methods have been presented for 
identifying possible causes. Which method is used will often be 
determined by the individuals involved and their relative level of 
experience with each method, as well as the type of problem to be 
analyzed. Table 5.1 provides one way of thinking about when each 
method might be more or less applicable.
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Figure 5.11 Change analysis.
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 Table 5.1 Possible cause tool selection.

Cause ID Tool When Best to Use

Flowchart • There is a standard process
• The flowchart provides leverage

Logic tree •  The flowchart doesn’t provide leverage
• There is a need to develop better causal thinking
• Causes can be made binary

Brainstorm/C&E • The number of causes is small
• To supplement other tools

Barrier analysis • In high risk processes
• To supplement the flowchart

Change analysis • There has been a significant shift in performance

Of course, it’s undesirable to have a long list of causes for which 
it’s necessary to collect data. Regardless of the method used to identify 
possible causes, it’s a good idea to narrow the list to include only what 
is believed to be most worthy of exploration in greater depth. Here are 
several ways to do so, in preferred order:

• Ask whether it is logically possible (for example, following the 
laws of physics, chemistry, or other relevant scientific fields) for 
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this particular item to cause this problem. If items can be ruled 
out using scientific laws, there is no need for further work, 
assuming there is accurate understanding of the technology.

• Are there data (e.g., previous correlation studies) that would 
allow knowing with high confidence whether a particular cause 
could create the problem? If so, during Steps 4 and 5 such data 
will be collected and analyzed. Prioritization of data collection 
can then be based on the degree of correlation between the 
causes and effects.

• If it’s uncertain whether data can implicate or rule out a possible 
cause, or if there is concern that data collection would be time 
consuming or expensive, another option is to evaluate each item 
on the basis of probability. What is the likelihood of it being the 
cause? The probability evaluation can be absolute (for example, 
based on a scale of 0 to 100 percent) or relative (splitting 100 
percent among the causes). Those with a higher probability 
would then be perceived to justify the cost and time needed for 
collecting and analyzing data.

SOURCES FOR POSSIBLE CAUSES
By now the reader may be wondering where all the knowledge 
comes from for the flowchart, the logic tree, the brainstorming, the 
barriers, and the changes. Here’s where:

• From designers of the product or process, who should know the 
theories behind why it was designed the way it was.

• From those who operate the process or are involved with it on 
a day-to-day basis and have probably seen a few things the 
designers didn’t consider.

• From those who maintain the product or process, who have 
perhaps had to fix it before. In a manufacturing environment 
this might be maintenance technicians, while in an office setting 
it might be auditors.

Often, diagnostic guides are available that have been created or 
used by these personnel. For example, computer simulation models 
are often used to predict how a system or process will work. Risk 
management tools such as design and process FMEAs (failure mode 
and effects analysis), a HACCP (hazard analysis of critical control 
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points), or a HAZOP (hazard and operability) study are used to 
predict how a system might fail, what the causes would be, and what 
the barriers are that should prevent or detect them. For equipment 
problems there are often diagnostic guides available in the manual  
or online.

Another option, depending on the cost and risks involved, is to 
intentionally tamper with the process to see what it takes to create the 
same problem. While this is not the ideal option, in some cases it is 
the only way to find out something that is currently not adequately 
understood about the system. If this option is chosen, adequate 
controls must be put in place prior to the tests to ensure that there will 
be no adverse impacts on the people, the system, the organization, 
and other stakeholders.





67

The use of data for decision making has been emphasized for 
decades in the field of quality management. For problem 
solving, a theory of cause and effect is established for which 

data provide the empirical evidence needed to test it. Note that “data” 
does not necessarily mean numbers, but any type of information one 
can evaluate in order to improve the probability of making a good 
decision. Although the use of data does not guarantee accurate results, 
it does in most cases reduce uncertainty (Hubbard 2007).

Since data collection and analysis for problem diagnosis isn’t 
something most people do on a regular basis, there is value in 
considering whether an expert guide might be useful to oversee the 
processes. Ideally it would be an applied statistician or someone with 
extensive experience and training in a wide range of data collection 
and analysis techniques. Organizations that widely deploy Black Belt 
or Green Belt Six Sigma training are in effect building a core group of 
personnel with such skills.

The basic steps for data collection involve the following:
1. Knowing what theories are to be tested; that is, what cause-and-

effect relationships are to be evaluated? This is the purpose of 
Step 3.

2. Knowing what variables are involved and where they can be or 
should be measured.

3. Knowing what form the data will be in and deciding when and 
how they should be gathered.

6
Step 4: 

Collect the Data
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4. Predicting what the data will look like if each factor is or is not 
the cause, and deciding how they will be analyzed to evaluate 
the evidence.

5. Preparing for and carrying out the data collection process.

A BASIC CONCEPT
The principle behind data collection has to do with finding 
relationships that exist (or don’t exist) between two variables—X 
and Y. Y is the parameter described in the problem statement—the 
outcome of a process. X is a variable believed to affect Y, and there 
are usually multiple X variables. (See Figure 6.1, which the reader 
may recognize as equivalent to a logic tree.)

The data collection process is designed to help sort through the 
variables to learn which one has caused the problem. This often 
involves first figuring out which entity caused the problem and 
then identifying the state or condition of that entity. For example, 
if a particular piece of equipment is found to be the cause, what 
specifically is wrong with the equipment that causes the problem? This 
sorting through of data involves looking at differences or similarities 
between outcomes according to the process variables of interest.

If there are multiple occurrences of the problem, data can be 
stratified in different ways to look for patterns that raise the probability 
that a particular factor is or is not the cause. When a problem has only 
a single occurrence, the association between X and Y may be more  

Figure 6.1 X and Y (cause and effect).
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difficult to find unless there is only a small number of possible causes 
or the relationship between the causes and the effect is unique to the 
specific relevant cause.

TYPES OF DATA
The broadest categories used to classify data are quantitative and 
quali ta tive. Quantitative data are anything numeric, whether measured 
or counted, and qualitative data are likely to be something heard 
(for example, text or other sounds) or observed (for example, 
behaviors). Qualitative data are sometimes quantified by looking at 
the frequency or some other magnitude of occurrence (for example, a 
word, phrase, or activity) in the raw data.

More definitive descriptions of data are as follows:
• Interval—Data for which there is a commonly agreed upon 

natural scale for measurement. The data are continuous in 
that every possible numeric value (limited only by the laws 
of science) could exist if it could be measured. Weight is an 
example, beginning at zero and going to infinity.

• Ordinal—Data that have a natural order, such as a son (youngest), 
a father (older), and a grandfather (oldest). Surveys often use an 
ordinal scale such as Totally Agree, Somewhat Agree, Neutral, 
Somewhat Disagree, and Totally Disagree. With ordinal data 
there is a limited number of points, and the difference between 
each two consecutive points is not necessarily the same 
magnitude.

• Nominal—Discrete, count data in that each item falls into one 
mutually exclusive category. An example would be counting the 
number of chairs in a furniture store and classifying them by 
the type of material (for example, plastic, metal, or wood) from 
which the frame was made.

• Text—Written or verbal information used to describe something. 
An example would be asking someone to recall a particular 
customer interaction that led to a complaint, or reviewing 
written or computer records that show what work was 
performed during a medical intervention.
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• Sensory—Data picked up through the use of the five senses 
(hearing, smell, taste, sight, and touch). Due to the infinite variety 
and resulting imprecision within each, classification schemes 
are often used to categorize the data (for example, color scales 
for sight and the categories of bitter, sour, and sweet for taste). 
Of course, there are sophisticated measuring devices that can 
more discretely measure some of the same sensory information, 
but they often cannot detect the subtle combinations that might 
be interpreted differently by the human mind as it processes 
sensory data.

Why are these categories important? Because each is a type of 
data that can be used to analyze a problem in order to determine 
the cause. For a problem with lawn chairs that are collapsing 
at consumers’ homes, interval data might be used to measure 
hardness of the chair frame material, nominal data might be used to 
evaluate what type of application the chair was being used for (for 
example, outdoor vs. indoor), and text data might be used to ask 
customers to describe what they remember hearing just prior to the 
chair collapsing or while the chair was collapsing. Each provides a 
different form of information that must be planned for if it is to be 
properly collected and provide useful decision information.

To figure out what data to collect, one needs to conduct a thought 
experiment—an if-then analysis. This is a basic process whereby one 
imagines something occurring and predicts what the effect will be 
(Taleb 2007). For example, if one specific possible cause was the actual 
cause, where would the evidence present itself and what form would 
it take?

USING EXISTING VERSUS NEW DATA
Some of the data needed may already be available and thus it will 
not be necessary to collect new data. For example, hardness of the 
chair frame material may have been measured by the supplier of 
the material and can be pulled from records. How and where the 
chair was being used may be included as part of the chair-return 
process. In such cases there may be no need to collect new data if the 
information is deemed sufficient.

Sufficiency of the old data will depend on the perceived accuracy, 
sample size, precision of measurement, and whether the data cover 
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all possible causes being considered. Records in some situations may 
not reflect the truth, or the frequency may be insufficient to provide 
an adequate level of differentiation. In many cases, root cause analysis 
will require collecting data that are not already available. This could 
be data about the past or new data collected in the future from an 
ongoing process or special experiment.

WHERE TO COLLECT DATA
When data are to be collected somewhere in a process, a decision 
must be made about the best points for doing so. While each step 
of the process could be evaluated, this will significantly increase 
the amount of data that will be gathered, the cost of gathering the 
data, and so forth. Instead, one or more strategic locations can often 
be selected. Following are some examples of where data can be 
collected:

• Where it is already available—This is obviously a no-brainer. If 
data are already being taken somewhere in the process, simply 
evaluating that information might allow knowing whether the 
cause is before or after that point. However, it may not be the 
best point for getting data that are relevant to a specific cause 
being investigated.

• At the earliest point at which it can answer the question—A 
problem detected at the output of a process could have been 
identified sooner in the process stream if measurements had 
been taken at earlier points. An advantage of taking data at the 
earliest point where the problem cause could be found allows 
finding the cause sooner, rather than having to go back and 
collect more data, which would be required if the data had 
been collected further downstream. If the problem is not found 
at this point, the beginning boundary has also been shifted to  
that point.

• At significant transition points—Throughout a process there 
are often some points that only slightly modify what is being 
processed, while at others significant change occurs. These 
points of significant transition are often good data collection 
points in that they allow evaluating many upstream potential 
smaller causes.
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• Forward or backward search—If all else fails and the diagnosis 
will be done by iteratively collecting data at consecutive points 
in the process until the cause is found, it should be determined 
whether starting from the beginning of the process and moving 
downstream or starting at the end of the process and moving 
upstream will be more beneficial.

• Half-split method—If a process has very many steps, data 
might be taken at about the midpoint in the process. This allows 
determining whether the cause is upstream or downstream 
from that point. If it is bad at the midpoint, then the cause is 
upstream; the next location to sample would be the halfway 
point between the process beginning and process midpoint. 
This method allows very quickly narrowing down the location 
of the cause(s).

SPECIAL TESTS
As stated earlier, it is sometimes necessary to set up a special test 
whereby one manipulates process variables in order to see the effect. 
Design of experiments is a broad set of methodologies for helping 
guide development, execution, and analysis of such tests. However, 
there are also simple techniques that can be used when the number of 
variables involved is relatively low and there is a low probability of 
complex interactions between them. Following are two examples.

Component Swap

Every armchair mechanic has tried a simple version of this at one 
time or another. The individual figures out what he or she thinks is 
the cause and then goes to a local parts store and buys a replacement. 
If the new component put on the auto/mower/ dryer works, that’s 
great; if not, other possible causes must be considered.

A more sophisticated version of this might be used in an 
organization, especially when there are two or more duplicate 
processes or systems but only one has the problem. If it is believed 
that Step 2 of the process has failed, then Step 2 of the two processes 
is swapped to see whether the failure follows it. If component A of 
a system is believed to be the cause, it is swapped with component 
A on a working system to see whether that system now fails. The 
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swap could involve a batch of materials, people who are operating the 
processes, tooling, and so on.

In Figure 6.2, dotted lines demonstrate this for a process appli-
cation that involves taking product from the output of Step 1 of each 
process and adding it to the input of Step 2 of the other process, then 
returning it back to the input of Step 3 of the original process after 
Step 2 has processed it. If the problem remains with the original line, 
then Step 2 (and its equipment, people, and so forth) is not the cause.

Multi-vari technique

Analyzing variation in a process or system is the core concept of root 
cause analysis. It essentially asks how much variation does each X 
variable contribute to Y? The variation may be measured as simply 
good or bad, or as incremental levels of performance. The multi-vari 
technique is a graphical way of collecting and analyzing data that 
allows one to simultaneously see multiple sources of variation and 
their relative contributions to performance.

Multi-vari technique involves measuring something multiple 
times, and including another source of variation with each subsequent 
measurement. The sources might simply be the amount of time 
since the last measurement, a different location of the measurement, 
or measurement after an additional parameter (potential source of 
variation) has been added. One of the biggest advantages of the multi-
vari method is that it does not require making changes to the process 
(such as with a designed experiment), but instead simply samples the 
process as it operates normally.

Figure 6.2 Component swap for two identical lines.

Step 1Line A 

Line B 

Step 2 Step 3 Step 4

Step 1 Step 2 Step 3 Step 4
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A test lab is seeing excess variation in its results. The researchers are 
uncertain whether it is due to variation in sample prep time or to the 
test equipment itself. They tested several samples in which they vary 
the test time and measure the same sample more than once. Table 6.1 
and Figure 6.3 demonstrate the data as well as a multi-vari plot of 
the findings for three samples, which shows the sample prep time to 
be a more significant factor than equipment for variation within the 
sample. More factors, such as the temperature in the lab or which 
technician performed the test, could have been added to the study.

 Table 6.1 Lab multi-vari data sheet.

Sample Prep Test Results Data point 
1 1 1 21 1
1 1 2 22 2

1 2 1 25 3
1 2 2 24 4

2 1 1 26 6
2 1 2 26 7
2 2 1 28 8

2 2 2 29 9

3 1 1 23 11
3 1 2 22 12
3 2 1 26 13
3 2 2 26 14
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Figure 6.3 Multi-vari plot for lab.
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SAMPLE SIZE AND TIME FRAME
When making decisions regarding sample size and time frame, it’s 
important to consider how many samples are necessary in order to 
provide an adequate level of confidence, as well as when the problem 
began and how far back the data collection should go before that. 
It’s also important to consider whether this confidence must be 
statistically valid. A larger sample size obviously provides a greater 
level of confidence, but it also increases the cost of data collection.

The time frame should take into account whether there may be 
structural variation in the process that might be incorrectly interpreted 
as a special cause. For example, if there is normal cyclical variation, the 
time frame should be sufficient in order to evaluate it. For a problem 
that has just recently begun, it is recommended that the data collected 
should go back in time before the start of the problem at least equal to 
the length of time the problem has been in existence.

In addition to sample size and time frame, a decision must be 
made about how the samples will be selected. Three primary sampling 
techniques are available:

• Random sampling—Provides an equal opportunity for each 
possible sample to be selected. It’s sort of the equivalent of 
putting all of the samples into a hat, shaking them up, and 
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pulling out whatever number of samples is desired. Of course, 
more sophisticated methods are often used, such as a random 
number generator or a table.

• Structured sampling—If it’s necessary to ensure a more even 
representation of samples over time, a structured approach 
might be used. For example, if the population consists of 2000 
units and we want to see 200 of them, we might choose every 
10th unit as a sample.

• Stratified sampling—Often there are subgroups within the 
population that are not of equal proportion. Pulling a random 
sample may result in samples of the subgroups that do not 
represent their proportion of the population. In this case we 
would divide the sample size into subsets for each of the 
subgroups and then use either random or structured sampling 
to pull the samples.

Regardless of sample size, methodology, and time frame, one issue 
often faced is lack of validity and reliability of the data. Some of 
this is due to the measurement process itself and can be evaluated. 
Measurement error involves knowing how much variation in the 
data collected is due to the robustness of the measurement system.

DATA COLLECTION TOOLS FOR BOTH  
LOW- AND HIGH-FREQUENCY PROBLEMS

Interviews

Interviews are used for collecting data for a wide variety of purposes. 
Market research, the hiring process, and management system audits 
all rely heavily on interviews, allowing the interviewer to extract 
from someone what he or she believes or remembers and how he 
or she perceives certain situations. The difficulty is that the human 
mind is both very complex and frail. For example, recall accuracy is 
often low, and what a person says may be significantly impacted by 
various filters or biases, so interviews therefore must be approached 
carefully if they are to provide accurate information.

One of the best pieces of advice the author has ever received 
related to interviews was to ask the individual to write down what he 
or she remembers about the situation before beginning the interview. 
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This allows a freer flow of information from the brain, unfiltered by 
the interviewer’s questions. Once the written information is available, 
it can be used to supplement questions the interviewer plans to ask.

Questions during the early portion of the interview should be 
broad so as to allow gaining an understanding of context from the 
other’s point of view. Very specific questions can then be asked that 
probe for more depth where needed. It’s generally a good idea to 
avoid questions that can be answered yes or no; for the most part, they 
do not elicit new information. (See Appendix C on this plus additional 
guidance for interviews.)

Consideration should also be given to who performs the interview. 
For example, how might the interviewer’s knowledge, reputation, 
organizational role, or personality impact the interviewee? Location 
of the interview can also impact how relaxed or open the interviewee 
may be. Initial interviews should involve a single interviewee, in 
order to prevent the intermixing of memories.

Recall can be aided if an interviewer is able to provide memory 
cues in advance. For example, when asking someone to recall a 
particular event, providing information about another event that 
occurred within the same time period might enhance memory. Asking 
about specific sights and sounds having nothing to do with the 
problem or causes might help trigger mental connections that would 
be useful. Recreating the situation physically is perhaps best but not 
always possible.

Due to the potential problems with data gained from interviews, 
it is especially important that the data be validated/verified through 
triangulation; that is, if the information gained has a particularly strong 
influence on decisions about causes, what additional information 
could be gathered that would help support or deny accuracy of the 
conclusions? Group interviews may be useful once the individual 
data have been gathered, allowing an open discussion that can help 
clarify differences.

Observation

Watching a process or activity is another way to gather data. Again, 
the potential exists for the data to be skewed, especially if the 
individual or group is aware of being observed. For this reason, 
the researcher should consider whether to let the individual/group 
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know that the observation will occur, the purpose of the observation, 
and whether more covert means will be used (such as video or 
observation from a distance, which makes it less obvious).

The viewpoint of the observer can also have an impact on the 
information gained. Different viewpoints might be related to where 
observers are physically located and their educational background, 
experience with the process, and organizational role.

Just as interviews should be planned, so should process obser-
va tion. Studying the related standards/requirements, identifying 
specific factors likely to be creating the problem, and developing an 
organized way to record findings can be useful. By the same token, 
observers must not constrain their expectations in such a manner as to 
cause them to miss what isn’t being looked for but may be important. 
For example, a near miss (or, as George Carlin used to call it, a “near 
hit,” since it means there was almost a crash) might be an indicator 
that the process almost failed but the individual caught and corrected 
it in time.

Whether the following is true or instead an urban legend is unknown, 
but this was given as an example by someone from an IT group.

The group had been experiencing an occasional server failure in 
the middle of the night. Checks of hardware and software glitches 
had uncovered nothing, so they decided to take turns staying on-site 
overnight and watching the server.

After several unsuccessful nights the observer finally found the 
cause when the custodian unplugged the server in order to plug in a 
floor buffer!

Records

Most organizations maintain many types of records, manually and 
computerized, which document activities and/or results of activities. 
One of the reasons for such records is to provide evidence of what 
occurred, which can obviously be of tremendous value in root cause 
analysis.
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Knowing specifically what one is looking for in advance will save 
time during the records review. For example, what causes are being 
evaluated and how would they show up in the records? Some of the 
data may be text and some may be numbers, but as with other data 
one should take care not to assume that they are necessarily accurate. 
Instead, look for ways to confirm the data when possible.

Concentration Diagram

The power of visual data for human processing was mentioned 
earlier. Concentration diagrams take advantage of this by creating a 
visual that represents the spatial orientation of problem symptoms. 
For example, if an elementary school wanted to reduce the number 
of playground injuries, the principal might create a diagram repre-
senting the locations of injuries on the body (see Figure 6.4). Another 
pictogram might show where on the playground the accidents 
occurred. Symbols and colors can be used to add more information, 
such as severity of the injuries.

Figure 6.4 Concentration diagram for injuries.
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Scientific Analysis

Examination of physical evidence through the five human senses 
can often miss important information that is detected only through 
more discrete or finite analysis. Techniques such as magnification 
and chemical analysis, along with other scientific testing, can often 
provide a much more detailed understanding of what has occurred. 
Some of the technologies include ultrasound, electron microscope, 
X-ray, magnetic resonance imaging, CT scans, ultraviolet lighting,
material testing, and computer modeling.

The problem with the lawn chairs collapsing was found to be primarily 
with the metal chairs. Samples of chairs that have collapsed, as 
well as some that have held up for a significant amount of time, 
could be analyzed using metallurgical testing. Some examples 
might be hardness and grain structure of the material, presence of 
contaminants that could cause the material to weaken, and continuity 
of welds.

Even time can be magnified through the use of high­speed cameras, 
which when played back at slower speeds make visible details of very 
quick actions that can’t normally be observed. There is a wide body of 
knowledge available on how to perform failure analysis (called RCFA, 
or root cause failure analysis) related to how metals, electronics, 
plastics, and other materials degrade over time and/or fail suddenly 
(Bloch and Geitner, 1999; Mobley, 1999). Such techniques are 
often used for analysis of motors, bearings, and circuit boards.

ADDITIONAL TOOLS FOR 
HIGH-FREQUENCY PROBLEMS

Check Sheet

A very simple tool for collecting and collating count data is a check 
sheet, sometimes also called a tally sheet (see Table 6.2). The concept 
is to identify categories of what is expected and then record each time 
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the event occurs. Note that a check sheet could also be used during 
interviews, observations, and reviews of records when expected 
categories can be clearly identified. A few blank lines that can be 
filled in with unexpected categories may also be useful.

Multi-Factor Data Collection Sheet

When collecting data on a lot of variables, a check sheet will not 
suffice, so it’s necessary to expand the basic concept of a data collec­
tion table. Like a spreadsheet, a data collection table consists of rows 
and columns that allow recording different types of data. Some 
columns might be text, others a category, and still others numeric. 
Each row typically makes up one data set (see Table 6.3).

 Table 6.2 Check sheet for hotel room availability problem.
Room reservation errors—April

Cause W1 W2 W3 W4 W5 Total
Overbooked | | | | | 5

Computer error | | | | | | | | | | | | |  | | | 16

Guest extended  | |  |  | |  | 6
Room repair  | |  |  | 4

 Table 6.3 Data collection sheet for insurance overpays.
Claim

number
Dollar
error

Type of
claim

Company
of insured

Coverage
plan

Processing
office
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ENHANCING DATA COLLECTION VALUE
Many things can cause the data collection process to produce less-
than-adequate answers to the questions (causes) under consideration. 
Following are some ways to reduce the likelihood of this.

Collect Data for Both Good and Bad Occurrences

It’s often easy to look at a set of data collected when there were bad 
outcomes and conclude that “Yes, this was the cause.” But what 
would be the conclusion if the same type of data were looked at for 
when the outcomes were successful?

This is especially possible when the X variable is found to be 
different from the requirements. And while it is logical, it is not 
sufficient. It might be that when the outcome is good, the same 
conditions exist for X. It is worthwhile, if possible, to confirm that 
there is, in fact, a difference in X between the two Y conditions.

Use Variable versus Attribute Data

Because it is binary, attribute data has poor resolution. That is, it’s a 
count of how many times something was good or bad, but statistical 
confidence is poor unless the differences in magnitude or the sample 
sizes are very large.

Often what is being counted can actually be measured in some 
way, providing much better precision (variable data). A simple 
example familiar to most people has to do with determining whether 
or not we are happy with customer service. Rather than asking if 
we are happy, yes or no (binary, attribute data), a company may 
use a five­point scale ranging from Very Happy to Very Unhappy, 
assigning a number to each category. Or instead of saying whether or 
not a product is scratched, the depth/length of the scratch could be 
measured. This might identify trends or minor variations that would 
perhaps be missed in the attribute data.

Consider Validity and Reliability of Data Sources

To know whether an individual had been properly trained, one might 
consider at least three data sources: 1) review the training record for 
that individual, 2) conduct an interview of him/her, or 3) observe 
the individual carrying out the task. In some cases, the training 
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record might be sufficient, such as when there had been skill­based 
assessment to evaluate the learning. However, in other cases the 
record would only indicate that the individual sat in a classroom for 
some period of time.

The interview might allow knowing whether the individual knows 
how to carry out the task, but not whether he or she could actually 
execute it. And observation certainly allows us to know whether he or 
she can execute a task, but not whether it was due to the training.

It’s for this reason that Six Sigma professionals will often perform 
measurement system analyses to evaluate whether the devices used 
to measure the product or process are adequate for the application. 
That is, will the data collected be accurate and precise? While such 
studies are not covered in this book, it is always important to consider 
the potential for getting inaccurate or inadequate data, before actually 
investing the time and money required to collect it.

Real Data versus Pseudo Variables

What would you do if you either cannot measure what you want to 
measure or the cost/time to do so is unacceptable? Consider what 
else you might measure that is correlated. Obviously this is a less-
than-perfect situation, but at least provides some information that 
you might be able to use to make a decision.

A soft example is customer satisfaction. Suppose you want to 
measure whether your customers at a complaint desk (where there is 
face-to-face interaction between agent and customer) are happy with 
the outcomes, but you don’t want to take the time to ask them. You 
might instead pay attention to how hard they slam their car doors as 
they leave the premises. Will this be 100% accurate? Of course not, but 
one might predict a correlation between the two factors.

In an organization that manufactures circuit boards there is a 
need to evaluate solder joints for adequacy. One way to do this is to 
see how hard it is to pull components off the board; this is, of course, 
destructive and therefore expensive. But good solder joints are often 
shiny and bad joints dull. Idea: Could the organization measure the 
amount of light reflected from a solder joint as a way to predict the 
level of quality? Although it might not be good enough for those in 
the mid­range, it might be sufficient for those that are very good or 
very bad.
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Look for Precursors

Sometimes before a system fails there are “early warnings” that 
are either weak or ignored; perhaps they haven’t been considered 
potentially important, but these signals may actually be indicative of 
specific causes.

When trying to understand the events leading up to a failure, 
consider whether there might be data that are not currently used as a 
predictor, but that might be useful for better understanding what causes 
were or were not at play. Think of the noises and smells you encounter 
in your car every day, and how some of them are perhaps giving you 
important information. The same is true in business processes.

Unrecorded Data

Systems often have weaknesses that people have learned to “work 
around,” and it’s quite likely that no one records the times the 
workarounds have to be used. Yet this data, if recorded, might be 
valuable for helping analysts understand when the problem actually 
began and the true magnitude. Look for data in the system that are 
not currently being captured.

ORGANIZING THE DATA COLLECTION PROCESS
Although the data collection process may seem simple, many failures 
occur that invalidate the data or otherwise make the investment of 
time and resources less than fruitful. To offset such problems, the 
data collection plan should be clearly organized so as to reduce the 
probability of such failures.

One way to organize the process is to develop a table consisting 
of important columns that spell out the data collection plan (see Table 
6.4). For what cause are the data being gathered? What are the sources 
of the data? Who will gather the data? What will be the time frame and 
sample? What level of precision is required (e.g., how many decimal 
places), and how will the data be analyzed? 

To support the data collection process, it may be necessary to 
create forms and prepare the appropriate people and equipment. 
For example, if interviews and/or observations are to be done by 
more than one person, they should be “calibrated” through the use 
of standardized questions to minimize response variation due to the 
interviewer. Any measurement equipment to be used should also be 
checked for proper calibration.
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 Table 6.4 Data collection plan for playground accidents.
Most likely 
causes to 
evaluate

Data source Sample size Time 
frame

Who will 
collect

How data will 
be analyzed

Equipment 
malfunction

Analysis of physical 
equipment and 
maintenance  
record

Each accident 
when equipment 
is involved

Accidents 
for past 
6 months

Safety 
coordinator

Scientific 
analysis

Ground 
surface

Accident report All Ditto Safety 
coordinator

Check sheet

Rough play Accident report, 
interviews

All Ditto Assistant 
principal

Contingency 
table

People and processes from which the data will be collected may 
also need to be prepared, depending on whether it is desired to have 
the process operate as normal or whether intentional changes are to 
be introduced. Examples of this include when certain factors will be 
intentionally stabilized or blocked, what traceability information is to 
be recorded, and when the data collection will occur.

Control of data should also be considered, whether for iden tifi­
cation or traceability purposes, for storage or security, or for other 
needs. Note that such control might be needed for paper records, 
computer files, photos, physical samples, or in some cases, even 
individuals.

Two final notes on data collection, coming from opposite ends of 
the spectrum, are worth mentioning. The first is to always consider the 
amount of effort and the costs that will be incurred, and whether the 
data will be of sufficient value to warrant it. Sometimes the decision to 
classify something as probable or apparent cause is a better option.

The second reminder is to not get more sophisticated than 
necessary. A student in a root cause class had a refrigerator that wasn’t 
working and she wanted to pull it out from the wall to see whether it 
had come unplugged. Her daughter asked, “But Mommy, why don’t 
you just open the door and see if the light comes on?” As they say, out 
of the mouths of babes.... Simplicity, and in this case a perfect thought 
experiment.

As stated earlier, data collection is a complex topic and one that is 
best learned through practice in a wide range of situations. To provide 
some additional assistance, Table B.1 in Appendix B summarizes the 
data collection tools mentioned and shows how to select each based 
on what type of X variable one is investigating.





87

During Step 3 the most likely causes of the problem were 
identified, and in Step 4 data were collected that could indicate 
which of the causes did or did not contribute. It is now time to 

analyze that data to determine which of the causal theories are correct 
and which are not.

As with data collection, the analysis techniques used will depend 
on the types of data and the frequency of the problem, which impacts 
the amount of relevant data available. This chapter describes each of 
the data analysis tools and ways to interpret what each may show.

The basic steps for data analysis include the following:
1. Being clear about the theory to be tested and the data acquired 

(during Step 4 of the model) to test it
2. Predicting what the data would look like if the theory were true
3. Analyzing and interpreting the data to see whether they support 

or deny the theory being tested
4. Considering other conclusions the data might support, other 

ways to slice the same data, and other data that might confirm 
or deny the same conclusions

It is important to keep in mind that something can never be proved 
to be true (Popper 1963), since all possible data are almost never 
available. However, theories can be proved incorrect with a single, 
accurate piece of data (Taleb 2007).

7
Step 5: 

Analyze the Data
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TOOLS FOR LOW-FREQUENCY DATA

Flowcharts

Flowcharts were discussed in Step 2, so they will not be discussed 
here from a tool perspective. However, they can be useful for 
analyzing information received through interviews and observations. 
Any sequence-oriented information gained can be represented in a 
flow chart and compared with the flowchart created in Step 2, which 
represents what should have happened. Any identified differences 
must then be evaluated as to whether they could create the type of 
problem being diagnosed (see Figure 7.1 for usual assumptions 
versus other possibilities).

The flowchart should be analyzed specifically for extra, missing, or 
duplicated activities, and also for near misses. Looking for differences 
between flowcharts showing what is done by different people or what 
is done on different process lines or at different facilities can also be 
useful if they are believed to be possible causes.

Logical/Scientific Analysis

Information gained from interviews can be analyzed to determine 
whether it is logical or whether there appear to be unexplained gaps. 
Logical analysis looks at whether it is possible, based on the laws of 
science, that what is said to have occurred actually occurred. Data 
from scientific testing can be analyzed to determine whether what is 
implied actually occurred. For example, if the hardness of the metal 
chairs is lower than normal, would one expect the chair to fail? This 
might depend on the specific type of failure found, such as a fracture 
versus a bend.

G-Chart

A normal run chart involves plotting data at equal time intervals 
on the x axis, and some measured or counted value on the y axis. 
However, if a problem occurs very infrequently, this format doesn’t 
work well. For such situations, run charts can be modified to plot 
only the points in time at which the problem occurred and the 
amount of time since the previous occurrence (see Figure 7.2). 
Reading such a graph is somewhat counterintuitive, but it determines 
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whether the problem is increasing in frequency (a shorter period 
between occurrences) or decreasing in frequency (a longer period 
between occurrences).

Figure 7.1 Procedure compliance versus results.
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Figure 7.2 G-chart indicating number of days between failures.
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ADDITIONAL TOOLS FOR 
HIGH-FREQUENCY DATA

The mechanism that makes high-frequency data analysis so powerful 
is pattern analysis. In pattern analysis, data are stratified into different 
groups to see how they compare with one another. Stratification can 
be done by type of problem, time, location, or entity (such as person, 
equipment, or other potential sources of variation). The purpose is 
to study variation, looking for relationships or differences that help 
exclude or point to specific possible causes. Following are some tools 
that can be used to stratify data.

Concentration Diagrams

The nice thing about concentration diagrams is that they not only 
help collect data, but significantly enhance the ability of the human 
mind to interpret them. If there are repeated patterns in the diagram, 
what does this imply might have occurred? If the data are instead 
random, what does this imply? What aspects of the process would 
most likely produce the randomness or patterns?

If the majority of playground injuries are related to knees (Figure 6.4),  
would this imply equipment failures, uneven ground surfaces, or 
rough play? One might assume that equipment failures are least likely, 
since they could cause injuries to any part of the body.

Affinity Diagrams and Interrelationship Digraphs

If much text or verbal information is gained from interviews, 
observation, or reviews of records, it can also be analyzed to look for 
patterns. What words, phrases, or concerns were repeatedly heard 
or seen, and how could they be grouped (using an affinity diagram) 
to see patterns? Once these groups are identified, their relationships 
can be analyzed using an interrelationship digraph. This is done by 
asking whether improving one would improve each of the others; if 
so, an arrow showing the cause­and­effect relationship is added.

These two tools are especially useful for analyzing knowledge-
based situations. Figures 7.3 and 7.4 demonstrate their applications 
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for improving the problem-solving process. Figure 7.3 shows the three 
major categories of needs, while Figure 7.4 shows the relationship 
between them. It emphasizes that knowledge of how to solve 
problems is not sufficient if the individual or group is not provided 
with adequate resources, since resources impacts the other two.

Figure 7.3 Affinity diagram for factors affecting problem-solving effectiveness.
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Figure 7.4 Interrelationship digraph for problem-solving effectiveness.
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Pareto Diagrams

The Pareto diagram was discussed during Step 1, so it will not be 
discussed here from a tool perspective. From a data analysis stand-
point, it is conceptually similar to the affinity diagram. Major 
differences are that the categories are more discrete and the frequency 
of occurrence for each category is shown. Information collected 
using a check sheet is a natural for converting to a Pareto diagram 
(see Figure 7.5, which was developed using the data in Table 6.2). 
The information can also be further stratified by taking the largest 
contributor and breaking it down into more detailed categories; this 
can be seen in Figure 7.6, which shows the type of computer errors 
that have occurred and the frequency.

Contingency Tables

Tables are a good way to summarize count data and can even help 
show possible differences and/or correlations between variables. 
A caution is that it may be necessary to normalize data (converting 
to percentages is a typical means of doing so) in order to ensure 
that sample size differences or other factors don’t cause something 
to look significant when it really isn’t. Table 7.1 is an example of a 
contingency table comparing two classrooms in the same school and 
the same two topics taught in them. The number of students earning 
As is shown. It appears that Class 1 did better than Class 2 and that 
both classes did better in Subject B than Subject A.

 
 

Figure 7.5 Pareto chart of hotel checklist data.
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Figure 7.6 Drilling down deeper.
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 Table 7.1 Contingency table indicating number of students earning As.

Class Subject A Subject B
Class 1 11 19
Class 2 4 9

 

Run Charts

Run charts are powerful tools for helping identify causes because 
they display patterns over time. Care must be taken on scaling a 
run chart because it can either exaggerate or smooth out variation. 
Typical patterns to look for in a run chart are quick spikes, gradual 
trends up or down, and shifts that last for a longer period of time, 
as demonstrated in Figure 7.7 examples A, B, and C, respectively. 
Some causes are more likely than others to create each of these types 
of patterns.

When using a run chart, it’s important to know the sequence of 
the data. However, in some cases the data (e.g., items being measured) 
may have been generated in one sequence at one step in the process, 
and in another sequence at another step. Traceability of the data to 
each sample is then critical, and separate run charts done for each step 
of the process is necessary.
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Figure 7.7 Patterns in run charts.
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Another way to use a run chart is to reorder the data, grouping 
them by a single factor of interest each time. In Figure 7.8 the data 
look random when viewed in time order, but when reordered to 
group all data together for each factor (1, 2, and 3, which could 
represent different material batch, different agent, and so forth), there 
are differences between the performance of the three.

Histograms

Another way to evaluate measured data is to look at the distribution 
of the data using a histogram. This allows determination of the shape 
of the distribution; if it appears different than expected, one can 
theorize and investigate what might have caused the difference. It 
is often assumed (albeit sometimes incorrectly) that the distribution 
should be normal (bell­shaped, with a single peak and tailing off on 
both sides). If the distribution is instead multi-modal or skewed, or 
if it contains outliers, questions should be asked. Figure 7.9 demon-
strates both a normal distribution and a bi-modal one, with the 
latter likely indicating that variation in a process variable is actually 
creating two different distributions.
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Figure 7.8 Run chart using reordered data.
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Figure 7.9 Histogram analysis.
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If it appears there is more than one peak, the data can be segregated 
into separate histograms for a factor that is believed to be causing the 
difference. If the separate histograms are basically identical (i.e., the 
same center and spread), then that factor is unlikely to be relevant; 
if the two (or more) separate histograms are different, then the factor 
may be the cause.
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Pivot Tables

The pivot table was described in Chapter 3 as a way to sort through 
a lot of data to stratify them at multiple levels simultaneously. Not 
only is a pivot table useful for helping to select which problem to 
work on, but it is also of value when drilling down to the lower levels 
to identify which causes are more important, especially when the 
number of factors involved is high.

In some cases, interpreting the pivot table involves changing the 
included variables until the largest factor is identified (e.g., the Pareto 
concept), while in others it involves finding which factors have the 
most variance. Note that if samples sizes are different for some factors, 
it may be necessary to convert the data to percentages.

Scatter Diagrams

If instead of looking for differences one is looking for relationships 
between two measured variables, a scatter diagram (a basic X-Y 
graph; see Figure 7.10) is useful. The amount of correlation (the 
rela tionship) is indicated by the degree to which one could draw a 
straight line through the data with minimal scatter of the data points 
from that line. It is always worth pointing out that correlation does 
not indicate a cause­and­effect relationship, but it certainly indicates 
a higher likelihood of one. Doing a Google search of the phrase 
“correlation vs. causation” will bring up some hilarious examples of 
spurious correlations.

Figure 7.10 Scatter diagrams.
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Sometimes a correlation seems logical, but a problem is instead due 
to a third factor. An example is that of a child whose face developed a 
rash after the family acquired a puppy. The child seemed to be allergic 
to dogs, but it was eventually determined that she was allergic to 
grass. The rash got worse when the puppy played in the grass and 
then the child rubbed her face in the puppy’s coat.

 

A modified version of an X-Y graph can also be used to compare 
multiple entities where the amount of data for each entity is relatively 
small. In this case the x axis is not a measurement scale; rather, each 
entity (such as a machine or person) is represented by a number or 
label on the x axis, and the y axis is the measured data. The result is a 
dot plot that displays the variance in the distributions of data between 
the entities (see Figure 7.11).

 

Figure 7.11 Dot plot.
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Multi-vari plots

Chapter 6 mentioned this method for collecting and analyzing data at 
various time intervals including the same or different possible causes. 
The classic display of such data would be a graph such as found in 
Figure 7.12. However, in some cases a pictorial view of the sample 
data can be more easily interpreted, such as shown in Figures 7.13 
and 7.14.
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Figure 7.12 Multi-vari plot for help desk call completion time.
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Figure 7.13 Multi-vari plot for printing press registration error amount.
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Figure 7.14   Multi-vari plot for shape of honed cylinder diameter.
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QUESTIONING THE DATA
Data analysis is all about trying to make sense of the data in a way 
that explains the cause­and­effect relationship being investigated. 
However, care must be taken to ensure that the data are reviewed 
for potential problems, as they might be accidentally or intentionally 
in error.

There is a tendency to ignore or remove outliers, but they should 
instead be considered as possible signals that contribute to learning. 
Whether numbers or text, outliers can indicate errors in the data, other 
causes not being considered, or the need to collect more data (to see 
whether more outliers appear). One simple way to consider outliers is 
to analyze the data with and without them and look at the impact on 
the conclusions.

When dealing with a large data set, a good way to question 
the data is to split them into two groups and analyze each group 
separately. The split must be done in such a way as to avoid bias. If 
analysis of the two groups leads to the same conclusion, one might 
assume the data to be consistent; if the conclusions are different, one 
should question the data set.

On the other end of the spectrum is a caution. If a data set looks too 
perfect, it may be worth exploring the validity of the source. Making 
decisions with bad data is no better than making them with no data.

DATA ANALYSES SUMMARIES
Often the diagnosis will involve collecting different types of data 
from several sources and trying to come to some conclusion as to 
what it all means. Following are two summary tools that might be 
used for this purpose.

Is/Is-Not Tables

The is/is-not table helps users list what is currently known by 
segregating the information into two categories—what is found and 
what is not found but could logically occur (see Table 7.2). Kepner 
and Tregoe (1981) list identity (what), location (where), timing 
(when), and magnitude (how much) as the factors to use for this 
segregation. Once the differences are identified, the implications of 
each can be spelled out (e.g., check to see what the differences are or 
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what changes had been made for the implied items) and conclusions 
made. The tool is especially useful for complex situations where 
cause­and­effect relationships are not clearly understood.

Cause Analysis Tables

Another way to evaluate several pieces of data is to list, in a table, 
each of the causes thought most likely, and cross-reference each to 
the data sources (see Table 7.3). The cross-reference can be coded 
to indicate whether the data implicate a particular cause, do not 
implicate it, or could not indicate it (shown as “Y,” “N,” and “—” 
in the example). The relative strength of each piece of data could 
also be weighted on the basis of how valuable it is believed to be. 
Value could be related to scientific exactness of the cause­and­effect 
relationship, robustness of the data collection process, sensitivity of 
the data, and so forth.

 
  
 Table 7.2 Is/Is-not table for packing-line problem.

It is It is not Implications
Between 3 & 3:30 p.m. Mornings, nights Time specific
Line 3 Lines 1, 2, & 4 Location specific

Sensor #4 Other sensors Location specific

Sunny day Cloudy day Brightness/light

 

 Table 7.3 Cause analysis table.

Possible cause
User 

reports
System 
error log

Function 
testing

Stress 
testing

Software problem (internal) N N N N
Hardware problem (internal) — Y N N

User error (external) N N — —
ISP configuration (external) — Y Y Y
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ANALYZING VARIATION
The basic premise involved in data analysis is to look at the sources 
of variation (possible causes) in the process in order to find which 
are present and which are not when the problem occurs. This is done 
by segregating and stratifying the data to see what differences are 
apparent. The process is then repeated at each level of analysis as one 
drills down into the cause­and­effect relationships; it might occur at 
levels such as subsystem/process, factor/entity, feature/attribute, 
and condition/state (see Table 7.4). Of course, some of these levels 
may repeat as the analysis gets deeper into a complicated system, or 
there may be fewer levels within a simple problem.

However, what can be seen with visual analysis of data can be 
impacted by issues such as scaling and resolution of the data analysis 
graph and the amount of noise/uncertainty/error in the data. For 
this reason, it is useful to verify perceived differences using statistical 
techniques such as control charts; simple hypothesis tests such as t, 
F, and chi-square tests; correlation and regression; or more complex 
multi variate methods such as ANOVA and multiple regression. Such 
techniques allow establishment of statistical confidence levels for the 
analysis, which then allows assessing the risks of making an incorrect 
conclusion.

CAUTIONS ON DATA ANALYSIS
Making a mistake during the data analysis step can lead to incorrect 
conclusions about whether something is or is not, so it’s important 
to be aware of some ways to prevent this. Following are some of 
the more critical cautions. Although they may have been mentioned 
earlier, because of their potential impact they are worth repeating.

 

 Table 7.4 Drilling down into problems.

System failure Car won’t start Medication error
Subsystem/process  
that failed

Electrical vs. mechanical 
vs. fuel

Prescribe vs. dispense  
vs. administer to patient

Factor/entity  
that failed

Gasoline vs. air vs.  
pump vs. line vs. filter

Pharmacist vs. computer  
vs. bottle of drug

Feature/attribute  
that failed

Ability to pass fuel  
vs. ability to block 
contaminants

Contents vs. label

Condition/state that  
was wrong

Clogged vs. distorted Content accuracy vs.  
dosage accuracy
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Specifications versus Norms

Earlier in this chapter it was mentioned that one could make bad 
assumptions when observing a process to determine whether 
the applicable procedure was being followed (see Figure 7.1 for a 
reminder). The same is true when dealing with variable data.

If collected data indicate that a possible cause variable was being 
operated within its specification limits when a bad outcome occurred, 
it is premature to assume that the variable is not the cause of the 
problem. Instead, data for the same variable should be reviewed for 
times when the outcomes were acceptable (i.e., what is the normal 
level of the process variable?). This is, of course, not feasible if the 
problem is a one­off (e.g., only one was produced and it was defective).

Look at Data in Multiple Ways

One analysis of a factor provides only one view, and it may be 
incorrect. Always strive to analyze the same data set in more than 
one way. Figures 7.15 demonstrates this; the histogram appears to 
be quite normally distributed, but the run chart shows a significant 
trend upward over time.
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Figure 7.15 Two perspectives of the same data. 
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Test the Opposite Hypothesis

If data indicate that a particular factor is the cause, there’s often a 
tendency to want to act immediately on that cause. However, rather 
than risk being wrong, it is useful to consider whether any other type 
of data could be collected in order to prove that it is not the cause.

Look for Combinations

If two factors are both found not to be the cause but there might be 
a relationship between them, look at the combination of the two. 
For example, look at the difference between the values of the two to 
determine whether it might predict the outcomes. Figure 7.16 shows 
an example. The position (or value) of two factors is between the 
limits in both cases, but the difference between the two (which has 
not been defined in specifications) is too large in the second case.

WHERE TO GO NEXT?
At this point in the diagnostic phase a conclusion should have been 
made as to which causes are most likely, based on the data. The next 
step is to decide whether the level of cause that has been identified 
is one where action can and should be taken, or whether a deeper 
analysis is warranted; that is, if the physical cause has been found, 
then going to Step 6 to identify possible solutions is appropriate. If, 
however, the analysis has only identified what has failed and not 
why it failed, then returning to Step 1 is likely to be necessary.

Figure 7.16 Spatial relationship analysis.
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Even if the physical cause has been found and possible causes 
searched out, consideration should be given to whether the system 
cause should also be pursued. If the answer is yes, then returning to 
Step 1 for this second investigation is necessary. Once a cause has been 
found, a risk assessment should be conducted in order to determine 
whether stopping at that level is sufficient, or whether the next level 
should be pursued.

Once actual causes are identified, another useful action is what 
some organizations call read across, or extent of condition/cause. It is a 
form of containment whereby one considers whether the same causal 
factors might exist elsewhere in the organization but have not yet 
created an effect. If so, perhaps some proactive remedial action should 
be taken. For example, if it is found that the lighting level in one area 
of a warehouse is not sufficient because some lighting sources have 
burned out or dimmed, it might be worthwhile to evaluate other 
areas where lighting might also be deficient and take action based on  
the findings.

Finally, while the focus so far has been on ensuring proper depth 
for the investigation, breadth is also important. Three potential 
considerations are important when a problem is discovered: 1) why 
wasn’t it prevented, 2) why wasn’t it detected sooner, and 3) why 
wasn’t it predicted (which might be the case if there were no controls 
in place to prevent or detect it).

Obviously, finding why it wasn’t prevented is important, and in 
many cases why it wasn’t detected (e.g., did a test process fail). But if 
no controls were in place for the specific failure, it may be that when 
the product or process was designed, the particular failure mode had 
not been considered. Or cost considerations may have affected the 
decision regarding whether to prevent or detect it. A review of the risk 
assessment process used during design would therefore be of value. 

CAN’T FIND THE CAUSE?
This is perhaps the most frustrating outcome for some people. No 
matter how much energy they put into the investigation, they are 
not able to find the actual cause. Although in some cases it means 
an inadequate understanding of the system, for which some outside 
help can usually be obtained, in most cases it’s due to lack of data to 
prove conclusively what is or what is not the cause.
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One potential solution to this dilemma is to document the 
situation, then take action where it is deemed useful. Document each 
of the causes under consideration and determine what data would be 
necessary in order to know whether it was the cause. Then document 
why those data are not available (destroyed by fire, corrupted by 
a computer failure, extremely costly to acquire and financially 
unjustified based on the failure). Follow this with a thorough review 
of all relevant controls related to the failure, and document this review 
along with any actions taken to install new or stronger controls (even 
though they might not address the actual cause). This may be another 
example of where a focus on detection rather than prevention is 
warranted. 
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STEP 6: IDENTIFY POSSIBLE SOLUTIONS
There’s a tendency in many organizations to come up with one idea 
that people think will work and immediately implement it, believing 
that to do otherwise wastes time. What is likely to happen is that 
the organization misses the opportunity to identify and implement 
breakthrough ideas, which are likely to be less complex, less 
expensive, and more effective.

For example, in many organizations the first solution thought of is 
to add another check step—a review or inspection done earlier in the 
process in order to catch the problem sooner if it were to occur again. 
This isn’t to say that catching it sooner isn’t of value, because it may 
lower both cost and risk, but it won’t prevent the problem, which is 
the purpose of the corrective action process.

What is needed is to get people to take a step back from the 
problem and be more creative. There are many tools and techniques 
that can support this process. Brainstorming was discussed in Chapter 
5, as it relates to identifying possible causes, but it can also be (and is 
actually more appropriately used) for listing possible solutions.

In many cases solution development will require engineering 
analysis, taking into consideration the laws of physics and chemistry 
that apply to the system. However, there are additional tools that 
can help the organization see things from a different perspective, 
improving the likelihood of developing more creative, breakthrough, 
and permanent solutions. The idea behind all the tools is to help 
individuals think differently—to see the problem and its causes from 
different angles—in order to expand the number of options available 
for evaluation.

8
Identify and 

Select Solutions
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Of course, not every problem calls for a complex solution. In a 
classic book on the cognitive aspects of designing systems, Donald 
Norman (1988) includes simple recommendations such as making 
errors more difficult or obvious, making it possible to reverse errors, 
and designing the system such that errors do not cause the system  
to fail.

There are also times when the solution might totally focus on 
detecting potential failures before they occur, in order to allow 
shutting down the process and fixing the problem before it becomes 
more critical. An example is a facility where equipment has been in 
use for decades, and where the cause of failure was built into the 
design. Trying to find the cause and redesign the equipment might 
be uneconomical, so instead the focus might be on installing sensors, 
developed since the equipment was built, that will allow tracking the 
condition of various critical components and provide alerts.

Creativity Techniques

Scale Up or Scale Down

The scale up or scale down technique involves shifting perspective by 
thinking of what might be done if the problem were much worse 
than it is or not nearly as bad as it is. For example, take the current 
failure rate, multiply it by 1000, and also divide it by 1000. In each 
case, think of how that might impact the solutions that come to mind. 
Alternatively, the rescaling process can be applied to the physical 
size of the item being investigated (a widget or a piece of paper), 
imagining that the item is much larger than it really is or much 
smaller than it really is. Again, this can trigger different thoughts 
about what might be done to resolve the issue.

Consider the packing-line problem from the previous chapter, where 
reflection of sunlight caused a sensor on one machine to sometimes 
shut the machine down. If the problem occurred more frequently 
(such as daily, or with multiple sensors or machines), the solution 
might be to switch to a different type of sensor that is not sensitive to 
sunlight. However, given the relatively low frequency of the problem, 
the solution might instead be to simply put a shade over the window.
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If the sensor was much larger physically, the organization might 
choose to put a tubular shade around the pickup lens to shield it from 
extraneous light sources. Given the actual size, the choice might be to 
try painting over a portion of the lens to accomplish the same effect.

Mind Maps

Tony Buzan (1996) is a widely known promoter of using mind maps 
to display ideas, a technique that has no doubt been around for 
centuries. The mind map is another type of tree diagram that starts 
with a central idea or issue and expands on it, doing so in a starburst 
pattern that engenders an expansionary perspective (as opposed to 
reductionist perspective, as in the case of a logic tree). Each branch 
level provides a more detailed view of possibilities (see Figure 8.1).

Analogies

Taking information from one field of knowledge and translating 
it into another is a fundamental way of expanding one’s under- 
standing of a new area. This is often done using metaphors or 
analogies that take ideas from one contextual situation to see how 
they could be applied in another. Table 8.1 demonstrates how 

Figure 8.1 Mind map for room-improvement ideas. 
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 Table 8.1 Use of analogies for gardening tool marketing problem.

Item (eagle) Would equate to

Sharp eyes Reducing the amount of time required to weed

Weightless Wouldn’t be tired after weeding

Air does the work Very easy to use, doesn’t require bending/stooping

Wide view Can cover a lot of ground

Kill rodents Gets weeds out by the roots so they don’t come back
Source: D. Okes and R. T. Westcott, The Certified Quality Manager Handbook, 2nd ed. (Milwaukee, WI:  
ASQ Quality Press, 2001), 122.  

employees of an organization used analogies to come up with ideas 
for marketing a gardening tool by using the word “eagle.” First 
they listed some characteristics of an eagle, and then applied these 
characteristics analogously to the device they were trying to sell.

What Would X Do (WWXD)?

Another way to think differently is to imagine what another 
individual or organization might do in a similar situation. It might 
be a competitor, it might be someone from a different industry that 
performs a similar activity, or it might even be a randomly selected 
entity. Ask, “What would (whoever you select) do if they had this 
problem?” The idea is to think differently than the organization 
where the current problem occurs.

Suppose a firm that does security screenings has applicants who 
frequently misstate on the application form whether they have ever 
been outside the United States. One might ask what each of the 
following would do, and then consider the resulting ideas as possible 
changes to the application process:

• Immigration or other border security personnel: “Do you have a 
passport?”

• Instructor in a geography class: “Here’s a map of the world. Please 
put an X on each country you have visited.”

• Your mother: “Where in the world have you been since you 
dropped out of college?”
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No Limits

One of the problems people face when trying to brainstorm solutions 
is the automatic but subconscious limits they place on the ideas 
thought to be viable (see Figure 8.2). For example, most people 
(except perhaps those in government roles?) know they can’t spend 
a billion dollars to solve the problem; they know there are often 
laws of science (such as physics, chemistry, and human behavior) or 
regulatory issues that must be dealt with.

But what if those limitations were suspended for a few minutes? 
What truly outside-the-box ideas might surface? The shift in think-
ing can be so dramatic that radically different solutions might be 
developed, and although they may not be feasible, they might 
trigger other thoughts or they might be adaptable based on the real 
constraints. Another reason for suspending constraints for a while is 
that they are sometimes imagined rather than real.

Figure 8.2 Perceived limits to solution space. 
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An organization produced a product that was individually identified 
and traceable, and this information was transferred electronically to 
the customer location prior to the product being shipped. The product 
was then boxed (approximately 20 to a container), the box was 
labeled, and the item was shipped to the customer.
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The customer complained about a shipment in which the label 
on the box did not agree with the contents. When the organization 
suspended limits, it came up with two potential breakthrough ideas: 
(1) eliminate the label (which had been necessary before the advent 
of electronic data transfer but was no longer of high value), and 
(2) eliminate the box itself and ship the items in a different type of 
container that can hold more and reduce cost.

When using creative thinking techniques it is useful to allow 
some period of time between development of the initial list and any 
subsequent analysis. This incubation period allows peoples’ minds to 
subconsciously continue to think about possibilities. Other potential 
considerations are the impact of the location of the event (e.g., room 
size, shape, color, openness) and time of day or day of week.

Mistake-Proofing

Also known by the Japanese name “poka­yoke,” mistake­proofing 
looks for simple ways to either prevent or warn of problems. Follow-
ing are some examples from everyday life:

• Many vehicles cannot be put into reverse unless the driver’s 
foot is on the brake. This reduces the likelihood of inadvertently 
backing into something.

• A switch on the door of a microwave oven prevents an 
individual from activating the oven while his or her hand is  
in it.

• Sensors built into a vehicle’s brake pads either give off a sound 
or trigger a light on the dash when they need to be replaced.

Mistake­proofing applications can be thought of as focused on either 
physical problems or cognitive tasks. Sensing devices, physical shape 
or contact (e.g., fixture design), counting and/or controlling motion 
and sequence, and color codes or location indicators are the primary 
methods for dealing with physical task errors. Checklists, templates, 
counting, color codes, intentional stops, and repeat back are widely 
used to deal with cognitive errors.

They are especially useful for low-frequency problems, and if 
done well tend to be low cost. A downside is that each mistake-
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proofing device is likely to focus on only one factor, meaning that 
many devices might be required. Additionally, their use must be 
continually monitored in order to ensure that the mistake­proofing 
device is operating correctly.

Mistake-proofing examples from various industries:

Counting—In order to prevent leaving a sponge in a patient during 
an operation, OR staff count: (1) the number of sponges brought into 
the room, (2) the number handed to the surgeon, and (3) the number 
placed in the disposal container.

Color codes—The shop order issued to the manufacturing floor to 
make a batch of bearings is printed on a sheet of paper that is the 
same color as is on the end of the bundle of steel rod to be used, 
which itself indicates the type of steel.

Checklists—No matter how many times a pilot has flown an airplane 
a checklist is always used before takeoff and landing to ensure that 
everything has been properly set.

Sensors—Before closing, elevator doors use a light curtain to 
determine whether something is in the way.

Benchmarking

Rather than trying to come up with its own original ideas, an 
organization can see what others have done. Benchmarking might 
involve directly contacting companies that have dealt with similar 
problems, attending conferences where such issues may be discussed, 
reading journals/magazines, searching the Internet, and so forth. 
Ideally, the organizations selected for study would be those known 
to be leaders in performance of the relevant process. However, 
copying these organizations is not the purpose. The real purpose of 
benchmarking is to learn and adapt.

One potential barrier to the use of benchmarking is that 
individuals/organizations have preferred modes of learning, 
some  times categorized as generative versus adaptive. Generative 
learners like to come up with their own ideas through thinking and 
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experimentation, while adaptive learners prefer to gather ideas from 
others. Obviously, the adaptive learner will be drawn to bench-
marking; generative learners will perhaps not be especially interested.

Biomimicry

While benchmarking is about learning from other organizations, 
biomimicry is about learning from nature. Many new product 
ideas have come about by the observation of how nature deals with 
problems and the adaptation of the concepts into viable solutions  
for humans.

For example, Velcro® fasteners were developed by a Swiss engineer 
who was curious about how the cockleburs were sticking to his dog’s 
fur. Bicycle helmet design has been influenced by knowledge about 
woodpecker heads, the Japanese bullet train by the kingfisher bird, 
and window coatings by the leaf of the lotus flower.

TRIZ

TRIZ is a Russian-developed methodology. In English, it is known 
as the ‘theory of inventive problem solving,’ or TIPS. It offers a way 
to classify problem characteristics and solutions into dozens of bite-
sized pieces, providing what Wikipedia calls an algorithmic approach 
to solution generation.

TRIZ provides methods for analyzing a system from many 
different perspectives, including functional analysis, levels of system 
(called the 9 boxes/windows technique), smart little people (which 
uses the scale-down concept mentioned earlier in the discussion of 
creative thinking techniques), evolutionary trends, and contradictions.

Figure 8.3 is an example of the use of the 9 boxes/windows 
technique. The application was an inspection process that was 
failing to catch some surface paint imperfections. The box on the left 
is the concept, and the one on the right a completed version for this 
situation. Once the 9 boxes have been filled in, the next step is to look 
at what could be done in each box to resolve the problem. In this case 
the organization changed from a smooth painted surface to a textured 
one that was less likely to show scratches.
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Figure 8.3   9 boxes/windows technique example. 
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One of the more revolutionary aspects of TRIZ is that there are 
deemed to be only 39 types of problems (called problem parameters) 
and 40 types of solutions (called inventive principles). With this 
methodology, it’s possible to achieve really breakthrough ideas 
by classifying a difficult situation with an apparent irreconcilable 
contradiction into problem types and then using the contradiction 
matrix to identify the solution types most likely to work. However, it 
requires a high ability for abstract thinking.

Choosing Level of System to Address

Sometimes causes cannot be found, or technical economically feasible 
solutions for identified causes cannot be found. In that case, an 
organization can consider whether to take action at a higher level of 
the system (see Figure 8.4). In the example, the potential for manual 
data entry errors could be eliminated by OCR scanning documents 
with addresses. If that option is too expensive, it’s possible to 
automatically compare entries to the addresses maintained by the 
post office. If this is too expensive, then converting to email instead 
of physical mail is another option. In effect, each level of the system is 
a choice point, at which it’s possible to drill down to find the cause at 
the next level or take action at a higher level. And no, the title of the 
figure is not an intended pun based on the specific problem example. 
Sometimes things just work out that way!
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Figure 8.4    Level of system to address. 
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Cautions on Solution Types

The U.S. Department of Veterans Affairs has an excellent list that 
organizations should read when identifying potential problem 
solutions. It classifies various solutions into one of three groups—
stronger, intermediate, or weaker. Following is a summary of the 
types of actions falling into each group:

• Stronger—Physical changes to the environment or process; 
standardize or simplify the process

• Intermediate—Job aids; reduce similar items/language and 
distractions

• Weaker—Training, warnings (oral or written); add another check

A comment on training is worthwhile. If all that is done is to put 
things back the way they used to be, such as replacing an incorrect 
document, training will have no effect.

If all that is done is to address the physical cause, training is not 
likely to be needed. If, however, the process is changed to address 
the system cause, then training is obviously worthwhile and likely 
necessary.

Many people think that training is the solution. This is almost 
never correct unless the cause of a problem is that individuals had not 
been trained in the first place. If they had been trained, retraining is 
not likely to make a difference unless the reason earlier training didn’t 
work is found and addressed.

And finally, training is likely to be done in nearly all cases if 
for no other reason than to show due diligence. If there had been a 
failure and if the situation were to show up in a courtroom, not being 
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able to show that people were “trained” would likely be interpreted 
(incorrectly in most cases) as an inadequate response. Regardless of 
whether the organization calls it training, individuals involved in the 
process should be made aware of the problem, of the cause and the 
solution, and of their role in carrying it out and watching for future 
occurrences. They must also understand that training alone is unlikely 
to be an effective solution.

STEP 7: SELECT SOLUTION(S) 
TO BE IMPLEMENTED

Once a list of possible solutions has been generated, the solutions 
must be sorted to identify the one(s) to be implemented. While this 
might seem to be a simple task, choosing the wrong solution can 
offset all the work that has been done to find the exact causes of the 
problem.

It’s important to consider two major issues relative to the decision-
making process: (1) who should make the decision, and (2) what 
criteria should be used to make it. There are many tools that can be 
used to support the decision-making process.

Who Should Decide?

Vroom and Jago (1976) and many others have written on the 
advantages and disadvantages of various decision-making tech-
niques. It is important to understand that there is no single correct 
method; it always depends on the particular situation. Follow ing is a 
simple classification framework for decision approaches:

• Autonomous—The individual (or group) makes the decision on 
the basis of what he or she knows and/or believes to be best.

• Consultative—The individual (or group) makes the decision, 
but only after first getting input from others who may have 
knowledge about the situation or who will be involved in 
carrying out the solution.

• Consensus—The individual (or group) shares the decision- 
making process equally with others with knowledge of or 
responsibility for the change. That is, discussion is carried out 
until all agree on the best decision.
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Issues that impact which approach is best include the following:
• How much knowledge does the individual (or group) have 

relative to others who might be involved?
• How much time is available for making the decision? That is, 

how critical is it to take action quickly?
• How much will lack of input impact willingness of others to 

support the change?

What Criteria Should Be Used?

The specific criteria used will, of course, also have a dramatic impact 
on potential results. Typical criteria include the following:

• Potential technical gains to be achieved, such as reduction in 
errors, improvement of throughput, and so forth

• Financial return such as benefit/cost ratio or payback period
• How long it will take
• How well it will fit with the organizational systems and culture

An important consideration often overlooked has to do with what 
other problems the solution(s) might create. Solving one problem 
by creating another isn’t a particularly efficient way of managing 
processes, and it will certainly frustrate people. Identification of 
potential problems should consider both the people/processes 
directly affected by the solution and the ripple effects those changes 
may have on other related processes.

Tools to Assist the Decision-Making Process

As with other aspects of problem solving, there are techniques that 
can aid the analysis of possible solutions. Four relatively well-known 
techniques follow.

Payoff Matrix

Used as part of GE’s workout process, the payoff matrix is a simple 
2–2 matrix with effort on the x axis and payoff on the y axis (Ulrich, 
Kerr, and Ashkenas 2002). If a solution requires minimum effort and 
is expected to yield a good payoff, it’s considered a no­brainer—do 
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it! If it will yield a small payoff but doesn’t require much effort, it 
will likely be done. However, if a solution requires a lot of effort with 
minimum payoff, it’s not likely to be attempted.

Decision Table

A more detailed approach is a decision table (see Table 8.2). It allows 
decision makers to specify the criteria used and to score each 
possible solution; the one getting the highest score is the most viable. 
Modifications may be made to the standard table:

• Use a nonlinear scale for scoring (see Table 8.2) where 1 = low,  
3 = medium, 9 = high. This helps reduce the probability that 
most solutions will total a similar amount, which often happens 
if a linear 1–5 or 1–10 scale is used.

• Weight various criteria relative to their importance by 
multiplying the scores of each specific criterion by a relative 
weighting number.

Paired Comparison

The paired comparison approach requires considering only two 
solutions at a time (see Table 8.3). Each combination of two solutions 
is evaluated by each person, who selects one of the two. (Note that 
for the A/B combination in the table, 8 of the 10 people voting chose 
A over B.) The same is done for each pair, and the total points for 
each solution (A, B, C, and D) are computed.

 

 Table 8.2 Decision table.

Solution option
Evaluation criteria

Benefits
vs. costs Timing Personnel

resistance
Technical

effectiveness Total

Purchase new fixtures 9 9 9 9 36

Rework current fixtures 3 3 1 3 10

Wait till next design cycle 1 1 1 9 12
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 Table 8.3 Paired comparison.

A/B A/C A/D B/C B/D C/D Total

A [8] [7] [6] 21

B [2] [6] [5] 13

C [3] [4] [4] 11

D [4] [5] [6] 15

Total 10 10 10 10 10 10 60

DeBono’s Six Thinking Hats

Rather than focusing specifically on decision criteria, the method­
o logy of six thinking hats focuses on ensuring that a good range of 
thinking perspectives is used by a group to evaluate an idea. They 
include the following (DeBono):

• Blue Hat—This perspective focuses on making sure the thinking 
process is managed.

• Green Hat—This thinking mode is intended to expand the list of 
current ideas.

• Yellow Hat—This is the optimistic view—what are we hoping 
for?

• White Hat—This mode of thinking is where what is known or 
what is needed to be known is discussed.

• Red Hat—During this time period, participants express their 
gut feelings about the solution.

• Black Hat—This is the time to look at the potential downsides.

Other Issues for Solution Selection

A solution may need to be selected for multiple causes, whether 
physical and/or system. Additionally, solutions should be imple-
mented for both the cause(s) that created the problem and the failures 
of any barriers. If contributing factors were found, they might also 
justify some action.

Unless the known relationship between cause and solution is 
absolute, consideration should also be given to testing solutions prior 
to implementation. Testing might include a pilot study, a controlled 
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experiment, or computer modeling. Monte Carlo simulation might 
also be desired in order to more fully evaluate the range of possible 
outcomes.

A final recommendation is to consider what is known as Occam’s 
razor, which states that the simplest solution is often the best. There 
is a tendency of some people to prefer complex, unique, and/or 
elaborate solutions, but usually these are not only more costly and 
more difficult to implement, but also less predictable.
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STEP 8: IMPLEMENT THE SOLUTION(S)
Finding a good solution is one thing, but effectively implementing 
it is another. With the former, it’s all cognitive; with the latter, it’s all 
about focusing organizational resources for a specific period of time. 
Implementation calls for management of three knowledge areas:

• Technology—This requires a proper understanding of the 
technology in the process that will be changed. Depending on 
the organization and the problem, it could include chemistry, 
computer science, law, metals machining, medicine, and 
so forth. Technical decisions based on the technology must 
be made, and any information or equipment required for 
implementation must be acquired if it does not already exist in 
the organization. Since this aspect of implementation planning 
is highly dependent on each organization’s technology, it cannot 
be dealt with in this book.

• Project management—This is the generic process for creating 
the schedule for implementation, acquiring and organizing the 
resources, and communicating and carrying out the action plan. 
There are many fine references for project management, so it will 
not be dealt with here in any detail, but a few relevant pointers 
will be provided.

• Organizational change management—This involves recognizing 
that any change will meet some level of resistance and taking 
action to reduce or mediate resistance so the change will be 
more successful and less stressful. Experience indicates that 

9
Implement, Evaluate, 
and Institutionalize
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most organizations ignore this issue at their peril (and then 
wonder why things don’t go well!). The topic will be covered in  
Chapter 10.

Project Management Pointers

Project management is about getting things done at the right time 
using the resources allocated to the project. However, the right 
time can be affected by whether estimates are based on forward or 
backward scheduling. With forward scheduling, one predicts how 
long each activity/phase of the project will take and then schedules 
out to determine when the project will be completed. Backward 
scheduling sets a date by which the project is to be completed and 
then sets schedules and allocates resources for each activity in order 
to accomplish it.

Regardless of the scheduling method used, the implementation 
plan must be documented, communicated, and tracked in order to 
maintain the change. An action plan tracking form (see Table 9.1) is 
often used to track the day-to-day activities. A key to keeping the 
project on track is to never remove a missed date from the “When” 
column, as it causes useful information to disappear that can highlight 
problem areas. Instead, the missed date should be marked through 
and the revised date added below it.

 Table 9.1 Action plan tracking form.

Item Action Responsible When Status
1
2

3
4
5
6
7
8
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Some specific issues that should be included in the project plan (if 
appropriate) are the following:

• Development and execution of a validation protocol to ensure 
that the process change is robust

• Revisions to and approval of procedures and other relevant 
information sources to get them in line with the change

• How the change will be communicated to those responsible for 
carrying it out, and any training necessary

• How effectiveness of the change will be evaluated
• Contingency plan for what to do if the change goes awry

The organization should also be aware of the need to separate the 
process of planning for implementation from the process of actually 
carrying out the plan. Not only will those be done at different times, 
but in some cases by different people. Effective communication is 
obviously critical.

In some cases, solutions can be implemented on an as-developed 
basis; in others, it may be necessary to batch solutions (e.g., multiple 
solutions integrated and implemented at the same time). Some 
examples of the latter are significant changes to computer software or 
equipment modification that requires an entire line or facility to be 
shut down.

STEP 9: EVALUATE THE EFFECT(S)
There’s a reason the check/study step is in the PDCA/PDSA model; 
it’s because often the most significant learning occurs when things 
turn out differently than was expected. Taking action without check­
ing to see whether the process improvement worked is like shooting 
in the dark.

The first part of follow­up is to look at the Y variable to see whether 
performance of the process is back to what is normal or expected; it’s 
also important to check the X variable to be sure that the change has 
been properly implemented. Following is the rationale:
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Figure 9.1 shows that there are not two but four possible combina-
tions of Y and X. If we find that Y improved, we assume that X is 
responsible; if Y didn’t improve, it is because X wasn’t effectively 
implemented. However, there are two other possibilities:

• Y might improve even though X wasn’t effectively implemented. 
This sometimes occurs because people know that attention is being 
paid to performance. This is known as the Hawthorne effect (Okes 
and Westcott 2001). The solution therefore must be implemented 
more effectively (redo Step 8) and the results reevaluated.

• The other possibility is that although X was effectively implemented, 
Y did not improve. This indicates the possibility that the solution 
may not be the right one, or that the correct cause was not found, 
or that the cause-and-effect relationships within the system are not 
well understood. In this case, it may be necessary to revise steps 1–7.

An important activity that often does not occur at this stage of the 
corrective action process is to close the loop with people who were 
involved in the problem diagnosis. That is, it’s useful that workers 
know the ultimate outcome of their work, even those who were 
heavily invested in finding the cause(s) but not necessarily involved 
in solution development or implementation.

Figure 9.1 Solution–outcome matrix.
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STEP 10: INSTITUTIONALIZE THE CHANGE
It’s always nice to get to this point in the corrective action or 
problem-solving process. After all, the process is now performing as 
it should, perhaps even better than ever before. However, keeping it 
that way is another story!

The first thing to be done is standardization, if it wasn’t fully 
completed prior to or as part of implementation. This means updating 
any relevant documents, databases, and software that weren’t 
revised prior to implementation. For example, must job descriptions 
be changed on the basis of what was learned? Must the content of 
training materials be improved? How about FMEAs, control plans, 
and so forth?

The next step is to spread what was learned to other areas/ 
processes/facilities where the same or similar problem has the 
potential to occur, or where the solution would improve performance. 
This is a component of both preventive action and knowledge 
management, for which every organization should have processes. 
The preventive action component should be part of the corrective 
action process, whereby solutions are also applied to other products/
processes having the same features or potential failures.

The knowledge transfer process may be relatively informal, such 
as a lessons-learned database, or more structured through formal 
meetings designed to cross-deploy ideas. The key is that there be a 
predefined process for sharing the learning, and that each potential 
user of that knowledge acknowledge receipt and understanding, as 
well as whether it will be applied in their areas.

The final component of institutionalization is to sustain the gain 
over the long term. This often involves formal tracking of Y for some 
longer period of time, and auditing the process (the X variable) to 
ensure that the desired process controls are being properly maintained. 
The idea is to sustain the new process until it becomes accepted and 
integrated into how the organization does business. Some additional 
ways for doing this include the following:

• Make it impossible to do it the old way (for example, remove 
equipment and information required by the previous process)

• Include adoption of change as a component of personnel 
evaluations
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• Revise the reward system to include consideration of flexibility
• Have personnel who work in the changed process assess the 

degree of success and then report on the successes, difficulties, 
and perceived barriers

• Have downstream customers affected by the change provide 
regular feedback on their perceptions of success

• Hold the process owner responsible for maintaining the change
• Shape organizational culture and norms to support the changes

Until the change is fully internalized by the individuals responsible 
for its implementation, there is a risk of reverting to the old way. 
How ever, since these individuals work within an organizational 
system, not only individual but also group and organizational struc-
tures must be involved in realignment and reinforcement of change.
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Because root cause analysis is a logical, rational, technical 
process, it should come as no surprise to anyone who has been 
in the workplace for some time to hear that human issues can 

significantly impact the ability of an organization to effectively find 
and address problem causes. This chapter reviews some of the most 
common issues, which can apply to individuals, groups, and/or the 
entire organization.

COGNITIVE BIASES
Although humans may believe that their thinking is rational and 
accurate according to the information available, there is much 
evidence that biases often cause them to interpret information in 
ways that suit their particular needs. Following are some of the 
many possible biases along with examples of the potential effects on 
problem­solving effectiveness and/or efficiency.

Anchoring Bias

Anchoring occurs when recent data are compared with previous 
data; if the recent data are better, they are assumed to be good. 
Advertisers do this all the time when they name a “regular” price 
and a “sale” price, which causes people to believe they’re getting a 
bargain. However, the sale price may actually be entirely out of 
alignment relative to value or competitive pricing from other sources. 
An example in problem solving might be believing the process is 
working fine because the Y variable improved; in fact, it might still be 
producing results that are unacceptable to some stakeholders.

10
Organizational Issues
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Recency Effect

With the recency effect, people remember the most recent occurrence 
better than similar or conflicting information heard earlier. People 
who purport to give both sides of the story may use this technique 
to present the alternative view first, then their own preferred view, 
which is more likely to be remembered because it is the last thing 
the listener hears. In root cause analysis, people might assume that 
a recurring problem is due to the same reason as the previous time. 
They might ignore other possible causes and perhaps waste time 
looking in the wrong area.

Confirmation Bias

People want to be correct in their beliefs; thus, they tend to look for 
data that confirm them. For example, after purchasing a new car an 
individual often feels validated when noticing that others are driving 
the same model. In root cause analysis the tendency may be to look 
for data only to confirm one’s causal theory, while good analytical 
thinking also requires looking for data that might disconfirm 
it, especially before spending considerable time and money to 
implement a solution.

Availability Bias

Herbert Simon, an expert on decision making, believed that humans, 
rather than trying to truly optimize their decisions, tend to be 
somewhat lazy and instead satisfice, investing the minimum effort 
to achieve an acceptable decision (Plous 1993). In root cause analysis 
this might play out as collecting only data that are easy to get rather 
than what would be more definitive.

Recall Bias

Perhaps recall bias should be called recall error, as this bias is based 
on how easily the thought process can go down the wrong path 
when an individual is trying to remember something. Rather than 
recalling what is actually true, an individual recalls something similar 
or something that is less/more dramatic. This is an obvious source of 
error when using interviews to collect data, if the interviewee is unable 
to differentiate between what is accurate and what is imagined.
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Overuse of Heuristics

Experience is obviously a good thing, because it allows one to learn 
the different nuances involved in a particular subject. It lets people 
develop mental algorithms that allow them to make rapid and 
accurate decisions. However, this experience and speed can also 
cause problem solvers to ignore evidence that is to the contrary, or to 
dive in too deeply without taking a broader view of the problem.

Making Assumptions

It’s probably valid to assume that it will take approximately 24 hours 
for the earth to rotate and that the sun will therefore rise each day. 
However, during problem diagnosis, assumptions are often made 
about what actions occurred, how a particular piece of equipment 
works, or the content of an information source. This isn’t to say that 
assumptions shouldn’t be made, but when they are and error could 
result, they should be made explicit so they can be verified if things 
aren’t progressing as expected.

EMOTIONAL BARRIERS
In addition to cognitive factors there are emotional issues that can 
affect how well root cause analysis can be done in an organization. 
Following are four the author has observed.

Fear

In some organizations people scatter when they hear that a root cause 
analysis is about to be conducted; it’s like turning on a light in a room 
full of cockroaches. Maybe this is because they are afraid of having to 
allocate some of their time to it, or perhaps they are concerned they 
might be part of the cause. In both cases this sense of fear will impact 
how well the investigation goes.

Denial

Whether intentional or not, another emotional response is to deny 
any knowledge of the situation, or to deny that a particular cause 
(e.g., something within the individual’s control) could create it. Such 
a situation requires that the root cause analyst be able to detect this 
response and try to find ways to overcome the concerns.



132 Chapter Ten

Deflection

Another way to avoid potential culpability is to point investigators 
toward other areas in order to avoid having to dig into one’s own 
process. Again, the root cause analyst must be persistent in pursuit of 
the necessary information, either by diplomatically suppressing the 
resistance or going around it.

Introjection

The three barriers mentioned above all focus on the perspective of the 
people being asked for data. Note that these barriers can also occur 
within the investigator, who may be afraid of the potential findings 
and may not want to accept what the data indicate.

But the opposite can also be true. Investigators may take what 
they find as gospel, without thinking critically about whether there 
may be inaccuracies or untruths involved. Introjection is when people 
simply accept what they are told or what they see, rather than thinking 
critically. Obviously, this can cause an investigation to go off the rails 
if the data are somehow incorrect.

RESISTANCE TO CHANGE
As has been mentioned elsewhere in this book, there will be people 
who don’t like the idea when something is about to be changed. 
It doesn’t really matter whether the reasons are rational; either 
way, change will produce resistance, overt or covert, that must be 
overcome.

A summary of some of the key reasons people resist change is 
presented in Figure 10.1. It basically comes down to the following: 
(1) people are familiar and often comfortable with the way things are 
now, (2) they fear change they believe might negatively impact them, 
and (3) the process of change is poorly managed by the organization.

Many authors have written about ways to understand the sources 
of this resistance and how to alleviate them. Stephen Covey (1989) 
uses circles of influence to point out how our time and attention are 
often misplaced. Figure 10.2 shows a similar concept. Some things are 
totally outside our control, so there is no reason to worry about them. 
Other things are perhaps out of our control, but individuals may be 
able to influence them. Still other things are totally within our control. 
Helping people differentiate among these can help them feel less 
powerless and better focus their mental energy.
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Figure 10.1 Reasons people resist change.
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Figure 10.2 Clarifying what we can/can’t affect.
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Everett Rogers (1995) used a normal distribution to describe 
the rate at which individuals adopt a new technology, which can be 
generalized as flexibility to change. He classified people into one of 
five groups, ranging from earliest to latest adopters: (1) innovators, (2) 
early adopters, (3) early majority, (4) late majority, and (5) laggards. 
In an organization, one might presume there is a similar distribution 
of how people will respond to a new idea. When implementing a 
change, it is certainly useful to involve some of the leading-edge folks, 
who are always ready to try something new. However, it is the core/
majority that will cause the change to succeed or fail, so this group 
must be represented. One should be cautious about leaving the 
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laggards totally out, because if they’re not at all involved, they may 
try to sabotage the effort.

Force field analysis (Figure 10.3) is one way to bring together and 
analyze some of the issues specific to a particular change initiative. 
The idea is to write down the reasons why people will support the 
change (called “motivators” in the figure) as well as the reasons why 
they will resist it (the “fears”).

If one is clear about the reasons and relative strengths of each 
(represented by the size of the arrow in the figure), it’s possible to 
leverage the motivators and reduce or offset the fears. Resistance will 
occur, but in many cases it can be predicted, planned for, and mitigated. 
The choice of how to deal with it is wide ranging, as demonstrated by 
Figure 10.4, which the author developed on the basis of complexity 
theory. It indicates that an organization/group/individual can be 
 

Figure 10.3 Force field analysis.
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shaped by providing high-level input such as clarifying the values 
of the organization and/or creating/modifying policies effectively 
aligned to the desired behaviors. This is a push orientation, but a pull 
orientation can also be applied by asking for and shaping the desired 
outputs through setting and communicating proper goals aligned 
to desires, and providing rewards when the behaviors and goals are 
forthcoming.

In the middle are different types of levers dealing with the day­
to-day operation of the organization. One is to simply change the 
individuals; that is, get rid of them if they are creating chaos, or 
move them to other roles if they are not capable of performing in the 
current one. Another is to leverage the power of groups by creating 
connections among people. Cross-functional teams are one form of 
connections, as are electronic means used to allow people to virtually 
work together regardless of their geographic location.

Changing mental models involves helping people gain a new 
understanding of themselves or how the organization operates. 
Education and training are two means of doing so, and job rotation 
for the purpose of development is another. Finally, there are the less 
apparent factors such as the language used in the organization as well 
as the physical environment in which people work. Changing these 
can provide subtle but powerful nudges toward new behaviors.

ORGANIZATIONAL CULTURE
The culture of an organization consists of the often unstated, but 
apparently hardwired, habits that shape how people behave. How 
an organization perceives root cause analysis, problem solving, and 
corrective action can have a dramatic impact on how effective the 
outcomes are likely to be. Figure 10.5 demonstrates how a culture 
where problems are seen as reasons for reprisal will result in a self-
fulfilling tendency toward poor investigations and therefore poor 
solutions, resulting in a repeat of the problem.

Instead, organizations should learn from Dr. W. Edwards 
Deming’s modification of the PDCA cycle to PDSA, emphasizing that 
improvement is about learning. The reason problems occur is often 
because something is misunderstood somewhere in the organization, 
and how the process is operated creates problems somewhere 
downstream. Viewing the problem-solving process as a learning 
process can make it a fun process!
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Figure 10.5 Impact of a punitive culture on root cause analysis.
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PROJECT OWNERSHIP
A final issue, which some organizations are beginning to recognize, 
has to do with who should be responsible for conducting the root 
cause analysis. All too often it’s QA personnel who do the diagnosis 
and then recommend a solution to the individual responsible for the 
process that failed. This has the advantage of using the skills that QA 
personnel are often more likely to have, but it is a major disadvantage 
in that the owner of the process to be changed has little knowledge of 
the rationale behind the conclusions.

Instead, why not have the process owner take responsibility for the 
corrective action, with QA personnel providing coaching as needed? 
In other words, QA personnel facilitate the process (discussed in the 
next section) but do not take responsibility for decisions outside their 
scope of control. There are times when this may not be feasible, such 
as when the problem boundaries are initially so broad that it would 
be difficult to know who owns the problem. In this case some initial 
investigation may be needed in order to more narrowly define the 
scope. Also, in highly regulated industries and/or in potential high-
risk problem situations, it may be necessary for a highly trained root 
cause analyst to lead the investigation. Such is often the case for 
investigations of major accidents.

As with Six Sigma, some organizations also use project sponsors 
for some high-level root cause analysis/corrective action events. This 
is especially likely if the event is one that would be seen as a significant 
organizational risk, or where solutions are likely to require high level 
approval.
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COACHING/FACILITATION SKILLS
If someone is called upon to coach or facilitate the root cause 
analysis process, it is useful to know what this means. Following is 
an overview of facilitation (coaching is simply a slightly more active 
role), including the different roles one can take, what might need to 
be facilitated, and ways to do so.

Content versus Process Knowledge

When an organization, group, or individual needs help there are 
different roles from which they can choose. They could look for 
someone with content expertise in the area where they need help, 
such as in chemistry, computers, transportation routes, and so forth. 
Or if they believe they have sufficient content knowledge but are 
having difficulty making sense of it in a particular context, they may 
look for someone who can help them process that knowledge.

Figure 10.6 shows five types of helpers they might look for, 
depending on which form of help they most desire. For example, an 
IT group trying to solve a computer software problem might bring in 
as an external consultant one of the following five types:

• Expert: The consultant would be someone who is a computer 
software expert and who would perform the diagnosis and 
likely also recommend (and perhaps implement) a solution to 
the problem.

• Trainer: The consultant would provide the IT group with training 
in software problems, troubleshooting techniques, and types of 
solutions that could be applied. The group would then carry out 
its own diagnosis.

• Project manager: The consultant would work as lead person with 
a team of individuals from the IT group to guide the diagnosis 
and problem resolution.

• Coach: The consultant would ask questions about what the group 
has done so far to try to diagnose the problem. He or she would 
help the group understand where it may have gone wrong as 
well as provide additional options.



138 Chapter Ten

Figure 10.6 Types of helpers.
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• Facilitator: The consultant would sit in on meetings where the 
group was discussing the problem and trying to perform the 
diagnosis. When the consultant believed some input would be 
useful to help the group go in a more productive direction, she 
or he would contribute.

While five roles are defined in the figure, it is, of course, actually a 
continuum; the consultant provides high IT knowledge and little 
process knowledge on the expert end, and little IT knowledge and 
a lot of problem-solving process knowledge on the facilitator end. 
Someone who works as a facilitator may actually move back and 
forth across the continuum over the life of his or her relationship with 
the individual or group, depending on his or her content expertise in 
the relevant technology and what the scope of the agreement with the 
client includes.

Types of Facilitators

Let’s now assume that a group needing help has the technical 
(content) expertise but needs support in diagnosing a problem and 
has asked for a root cause facilitator to help them. There are a few 
different roles the facilitator can take on (see Figure 10.7):

• Observer facilitator: In this role the facilitator sits quietly listening 
to and observing the group. He or she intervenes only when 
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Figure 10.7 Facilitator roles.
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 useful or necessary, such as providing advice on which step of 
the analysis might need to be done next or what tool to use. He 
or she might also do some coaching with the group leader prior 
to or after the meeting.

• Meeting manager facilitator: In this case the facilitator has 
been asked to lead the meeting, even though she or he has no 
responsibility for outcomes of the project. The facilitator must 
be careful not to get involved in discussion of the technology of 
the project, but should instead concentrate on keeping the group 
focused on good diagnosis and/or solution generation.

• Leader facilitator: In this case the leader of the team has not only 
content knowledge but also process skills. This is the ideal—
where the owner of the process would have good root cause 
analysis process knowledge. However, he or she may still choose 
to bring in an observer facilitator at certain stages of the analysis.

Processes to Facilitate

Facilitators can support one or more of three major areas: (1) tech nical 
process used by the group to accomplish its mission, (2) effective 
meeting management, and (3) group dynamics. It is not the intent 
of this book to cover meeting management or group dynamics, but 
these are important skills for facilitators.

Technical process facilitation means guiding the individual 
or group through a series of steps to accomplish a goal. If it were a 
strategic planning session, then the steps for developing a strategic 
plan would be applicable. If it were a benchmarking study, the 
steps for planning and conducting a benchmarking project would 
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be relevant. However, given that the focus of this book is root cause 
analysis, then the 10-step model, or some alternative the organization 
or facilitator may have adopted, would be appropriate.

Facilitating the root cause analysis process then involves being 
aware of where the individual/group is in the diagnostic steps, and 
how effectively each step is being carried out. The facilitator may 
choose various means of providing needed advice:

• Redirect: Simply state what different approach might be useful 
based on the difficulties the individual/group is having in the 
diagnosis.

• Observe: Provide feedback on where the individual/group may 
be struggling and give options for alternative actions.

• Explore: Inquire as to how well the individual/group is doing, 
and ask what changes, if any, would be useful.

Which of these three approaches is most appropriate will depend 
on how knowledgeable and experienced the individual/group is, as 
well as how open they are to external help. It is wise to get agreement 
with them at the outset as to their expectations.

Many of the same concepts for facilitating a group also apply to a 
one-on-one coaching process. The coach must have some structured 
method for evaluating progress and providing feedback. How 
feedback is delivered will depend on the level of confidence and 
willingness of the person being coached, as well as the degree of 
change needed.

Someone coaching/facilitating root cause analysis would 
ideally be highly experienced in the field. Another factor that can 
impact effectiveness is the individual’s degree of self­knowledge. 
For example, if the individual is someone who likes to be in control, 
he or she may tend to micromanage the process, rather than see it 
more holistically and as a learning process for all involved. It can be 
highly useful for anyone taking on the role of facilitator (for any type 
of work) to know his or her strengths and weaknesses. Assessment 
instruments such as the DiSC profile, Myer­Briggs, and many others 
can aid in developing such self-knowledge.

Assists for Facilitators

Appendix B includes several tables and figures that a facilitator 
might find useful for helping guide and organize steps of the process. 
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It’s also worth mentioning two other issues that can be highly 
beneficial—ground rules and parking lots.

Ground rules are a set of normative guidelines developed by the 
group, typically during their first meeting, to help provide a more 
cohesive and productive environment. The list should be generated 
together, although the facilitator has the right to lightly impose certain 
rules if others haven’t brought them up. Having this list prevents 
the facilitator from being seen as the “bad guy/gal” for mentioning 
something the group is doing inappropriately (assuming it’s on 
the list; if not, suggesting it as an addition is a way to deal with it). 
Examples might include:

• Stay on the agenda
• Listening is important
• One person speaks at a time
• No side conversations

The use of a flip chart or white board, called the “parking lot,” is also 
sometimes worthwhile, although it might only be created on an as-
needed basis. When items come up during the meeting that cannot 
be dealt with at that specific time, they can be placed on the parking 
lot and then addressed when appropriate, either inside or outside 
the meetings. Assumptions made by the group as part of their work 
could also be listed, with a subsequent review of them if it is believed 
that they might be blocking progress.

It should be obvious by now that use of a white board or flip 
chart is critical during much of root cause analysis. If flowcharts, 
logic trees, and other tools are not visible to the entire group, there 
will be less common understanding of what is being done and why. 
In effect, making things visible makes it possible to allocate more 
cognitive resources to analysis than trying to remember what has 
been discussed.

OTHER ISSUES

Where to Do the Work

Although it may appear to be a minor issue, it’s important to 
consider where root cause analysis work should be carried out. 
Should it take place in a conference room or should it take place on 



142 Chapter Ten

the shop floor, in the warehouse, or in the office where the problem 
occurred or was found? It turns out that both locations are useful 
(MacDuffie 1997), since each has advantages and impacts.

When developing the problem statement, creating a flowchart, 
developing a logic tree of possible causes, or analyzing data, the 
quiet of a conference room is likely quite useful. However, to broaden 
understanding, there’s nothing like going to where the process is 
actually carried out, in order to observe and discuss the problem or 
process with those carrying out the work on a day-to-day basis.

The Time Required

Over and over, people want to know how to do root cause analysis 
more quickly. Certainly, being better at it will probably speed it 
up some, but the more important issue is that it must be done in a 
way that will actually find and address the causes, thereby greatly 
reducing the probability of recurrence. If there is a tradeoff to be 
made between speed and quality, spending more time would seem to 
be the better option.

Many audit nonconformities can be diagnosed and corrected 
very quickly, but for complex problems it is not unusual for weeks or 
months to be required. Much of this extended time is likely necessary 
in order to collect the required data and to acquire and install equip-
ment or other process changes necessary to address the cause.

How to Present Findings

It is not unusual for someone who is a good problem solver to 
be asked to diagnose a problem for which he or she has no direct 
responsibility. Presenting the findings to the process owner or 
others who work in or maintain the failed process can then be a 
difficult situation. In such a situation it is important to present one’s 
conclusions and to explain at least a portion of the process used to 
come to those conclusions. This has two advantages: (1) it helps 
listeners understand that the conclusions are not arbitrary but were 
instead reached through a logical, objective process, and (2) listeners 
will learn something about the steps for conducting an effective 
diagnosis, which they may then be willing to use on their own in  
the future.
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This lesson is especially important when an organization uncovers 
a problem within its walls that is believed to be due to an external 
supplier. Simply asking the supplier to take corrective action is likely 
to be met with some resistance (although it may not be expressed). If, 
instead, the organization presents the problem and explains the steps 
and data involved that led to the conclusion that it was not an internal 
problem but instead due to the supplier, the supplier will be much 
more likely to dedicate resources to performing an investigation.

Another important issue regarding presentation of findings has 
to do with the technical language of the root cause tools. Although 
individuals to whom the information pertains may be familiar with the 
concepts, they are less likely to know the specific terminology of the 
tools (such as Pareto diagram, run chart, or logic tree). Overuse of this 
technical language could detract from their focus. Using more generic 
terminology (such as “bar chart ordered by importance,” “looking at 
the data over time,” and “cause­and­effect relationships”) will allow 
participants to pay more attention to the diagnostic approach and 
conclusions being presented.
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As stated in the preface, this book is not intended for readers 
whose primary interest is in accident investigation or who must 
deal extensively with human causes of error. However, a book 

on root cause analysis would not be complete without at least some 
introductory information on these topics. This chapter summarizes 
some of the core issues around human error and briefly describes how 
accident investigations are similar to, but also different from, the types 
of projects for which this book is primarily intended.

HUMAN ERROR
Human error will always exist. One could make the case that 
advance ments in technology have made much of our processing 
equipment more reliable, but the design of humans has not changed. 
In fact, people who specialize in the human reliability area have 
found “normal” rate of human error ranging from .01% to 90%, 
depending on the type of task being carried out (Smith, 2011; Kirwan, 
1994). It’s not unusual to find that human error is involved in a high 
percentage of problems, with estimates as high as 80%.

Both research and experience indicate that in many cases human 
errors are actually caused or abetted by system design errors. Yes, 
these design errors are also probably created by humans, but if the 
process for designing systems were more mistake-proof… You get  
the picture.

There are two major components involved in human error: the 
human and the environment (system) in which she or he works. 
Human errors can be broken down into two categories, physical 

11
Human Error and 
Incident Analysis
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errors and cognitive errors. Figure 11.1 demonstrates this concept 
using an input–process–output model whereby the human takes in 
information from the environment through the five senses, processes 
this information, and then acts based on the decision made.

 
 

Figure 11.1 Macro causes of human error.
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A car accident occurred because a driver pulled out into traffic at the 
wrong time and was rear-ended. This could have been caused by one 
of the following explanations:

• The driver didn’t see the oncoming car because of eyesight problems 
(mis-sense).

• The driver saw the oncoming car but misinterpreted the speed at 
which it was moving.

• The driver saw the oncoming car and correctly interpreted its speed, 
but attempted to beat it. (The laws of physics won out.)

• The driver saw the oncoming car, correctly interpreted its speed, and 
correctly decided there was enough time to act. While pulling out, 
the driver’s foot slipped off the accelerator (mis-act), causing the car 
to abruptly slow down.
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Of course, the car accident could also have been a function of 
the environment. Perhaps there was a curve just before the side road 
where the driver was pulling out; perhaps the speed limit was too high 
for safety; perhaps icy road conditions reduced traction. The point is 
that when something goes wrong, even though it may involve a human 
situation and be truly human error, the cause of that error should be 
explored at a depth sufficient to allow effective corrective action.

Environmental Causes

Human errors caused by the environment can be of many types. 
Following are typical categories and some examples:

• Poor design of the interface between equipment and people: 
Imagine a computer screen that is placed at an incorrect angle, 
causing glare that makes reading text nearly impossible.

• Improper work pace: Most people know that if a process requires 
working too fast, errors are more likely; the same is often true if 
the pace is too slow, resulting in boredom and lack of attention.

• Destructive work schedule: There’s a reason that airline pilots 
are required to have eight hours of rest and that truck drivers 
are limited in the number of hours they work. The human body 
needs adequate rest to perform well.

• Unclear presentation of information: This can be as simple as 
font selection and type size, or more complex, such as language 
or terminology used (written or spoken).

• Disruptive environmental factors: Noise, lighting, or tempera-
ture can create problems by negatively affecting physical or 
cognitive functioning.

• Poor ergonomic design: If processes are designed in such a way 
that they require abnormal or uncomfortable seating, reach, 
stretching, or walking, errors are more likely to result.

• Problems with resources/equipment: Equipment failure might 
not allow an individual to properly complete a task that has 
already been started.

• Interruption of work routine: An individual can lose track of 
where she or he was in a sequence of activities when something 
or someone creates a distraction.
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• Inattentive culture: Some organizations do not foster a culture 
where attention to detail related to quality and safety is 
understood as the norm and critical to keeping the organization 
functioning at a high level of performance.

Human Causes

Some aspects of human beings can lead to errors, including the 
following:

• Physical size: An individual’s height, weight, and reach can 
impact his or her ability to carry out certain activities.

• Physical senses: An individual uses the five senses (sight, smell, 
hearing, touch, and taste) to gain information. If these signals 
are inaccurate, correct processing is unlikely.

• Motor skills: The result of a human decision is some action, 
whether in the form of speaking, moving, or otherwise inter acting 
with the environment. Coordination, flexibility, and dexterity 
can affect how well someone performs a particular activity.

• Cognitive capacity and skills: In the information age this will 
be increasingly important, as it has been for many years for the 
proverbial rocket scientists, brain surgeons, and their equiva-
lents in other sectors.

• Qualifications: Although an individual may have basic func­
tional abilities, if experience or training is not sufficient for a 
particular activity, mistakes will be more likely due to a lack of 
knowledge.

• Health/physiology: An individual who is sick, hungry, or 
otherwise affected by physiological problems can have lowered 
physical and/or mental functioning, resulting in a decreased 
capacity to perform well.

• Psychological state: Someone under significant emotional 
distress could be limited in his or her ability to carry out some 
activities and might take an inappropriate action.

• Cultural background: Where an individual grows up has a 
significant impact on behaviors they deem appropriate. In a 
different environment, the application of some of those norms 
might be incorrect. Language is an easy example. Some words 
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have different meanings in other parts of the world, and the 
date format used in the US is not the same in the EU.

Human error guru James Reason (1990) defined two types of human 
error, slips and lapses, which could be the result of these human or 
environmental factors. These categories should perhaps be reserved 
for times when none of the factors listed can be specifically identified 
as the cause, recognizing that sometimes things happen that simply 
cannot be explained.

Diagnosing human errors is usually more difficult than trying to 
find the cause of hardware failing. In the case of hardware, the laws of 
physics are well known, understood, and usually measurable. What 
goes on inside a person’s head is more difficult to ascertain accurately.

Solutions for Human Errors

The solutions for addressing human error typically fall into one or 
more of the following categories:

• Matching people to the job: This involves making sure that the 
individual’s physical, cognitive, and emotional capacities are 
sufficient for the requirements of the job. These capabilities 
might be determined through reviews of previous performance 
or through extensive testing.

• Education and/or training: An individual who has the basic 
capacities required may need additional knowledge in order to 
perform more effectively.

• Standardized processes: Chaos will always produce unwanted 
variation. Standardized processes reduce the cognitive load for 
individuals.

• Clear instructions, samples, and other job aids: Standardization 
may be good, but if it appears in detailed instructions no one 
can or will read, it’s useless. For many activities it is better to 
provide examples of what is and is not acceptable, along with 
flowcharts, diagrams, or photos that demonstrate what is to  
be done.

• Mistake­proofing: As discussed in Chapter 8, designing the 
process to make mistakes impossible is obviously the optimum 
approach, if it can be done cost effectively.
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• Changes to the environment/system/process: Although some 
of the earlier solutions also fit into this category, it specifically 
recognizes that sometimes a process is simply too complex or 
fault-prone. Identifying and resolving the characteristics of the 
product or process design that make it so is what root cause 
analysis and problem solving are all about.

More and more, standards are being developed within some 
industries to reduce human errors. For example, the American Gas 
Association specifies many of the characteristics of digital displays 
used in natural gas distribution control rooms (font type and size, use 
of colors). Both ANSI and the FDA have guidelines for considering 
human factors when designing medical devices. Organizations such 
as NASA and a Swedish university have developed methods for 
assessing the cognitive load of individuals.

Is It Really an Error?

Although a human may indeed appear to be the cause of the 
problem, three questions are helpful for identifying what the 
underlying issue may be. They should be asked in the following 
sequence:

1. Does the individual know how to perform the activity? Just because 
the individual has been through training does not mean he 
or she knows how to perform. The training may have been 
ineffective, or evaluation of the individual’s knowledge may 
have been incorrect. However, if the individual knows how to 
perform the activity, the next question should be asked.

2. Is the individual capable? The individual may have been through 
what is known to be an effective training program, but physical 
limitations may prevent him or her from reliably carrying out 
the activity. If, however, the individual both knows and is 
capable, then the next question should be asked.

3. Is the individual willing? Sometimes it’s neither a knowledge nor 
a capability issue, but instead a motivation issue. The individual 
may simply not want to do the job properly, due to poor self-
motivation or poor people management.
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INCIDENT ANALYSIS
For accident investigations the same five diagnostic steps are used 
but typically in a different order, switching from a deductive to an 
inductive approach. The approach is different because each accident 
is unique, there is no “standard process” for an accident (although 
there may be a process that should have been followed but wasn’t), 
and it’s important to gather the data quickly. For example, interviews 
conducted with people involved will be more accurate and useful if 
conducted immediately, rather than a couple of weeks later.

Following is a reordering of the five diagnostic steps of the 10­step 
model for incident investigation applications:

1. Define the problem
2. Collect the data
3. Analyze the data
4. Understand the process
5. Identify possible causes

The process still begins with problem definition, but there is likely 
not as much detail as would be typical for a repetitive problem. 
The next step is to immediately gather as much data as possible. 
Examples of data collection include the following:

• Collecting photographs of the accident site as well as video 
recordings that may have been used to monitor security

• Locating, labeling, and controlling any failed devices to be 
analyzed

• Interviewing people directly involved with the accident as well 
as those located near the accident site

• Collecting documents used to initiate the work where the 
accident occurred

• Finding records that illustrate what occurred and when, such as 
manual or computerized logs

Because accidents often result in legal action, it’s important to label 
evidence clearly, put it under lock and key, and allow access to 
authorized people only. This process is called “chain of custody.” 
Maintaining secure chain of custody alleviates concerns that might 
surface in the courtroom that the evidence has been tainted.
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Analyzing the data involves putting the information into a time-
order sequence, typically working from the event backward in time. 
It’s then possible to flowchart the series of activities/events that 
occurred (see Figure 11.2).

Once the flowchart is developed it can be analyzed to determine 
what occurred that shouldn’t have or what should have happened 
that didn’t. Causes (often called causal factors [Rooney and Vanden 
Heuvel 2004]) are then flagged for further analysis. This analysis may 
lead to the use of a logic tree to drill down deeper to find underlying 
causes. These diagnoses are iterative; as data are analyzed and 
the process and possible causes are identified, it is likely that more 
data may be searched out in order to understand what happened in  
more detail.

Since incidents are typically higher-impact problems, causal 
factors as well as contributing factors will be determined and acted 
on. As mentioned earlier, contributing factors are those issues that 
could not, by themselves, have caused the problem to occur. However, 
addressing them will often significantly reduce the probability 
of recurrence, since either they were a factor that helped create the 
problem or they failed to detect the problem earlier.

Various industries/organizations have created causal typologies 
to aid incident/accident investigations. For example, the Joint 
Commission for Accreditation of Healthcare Organizations (JCAHO), 
which investigates sentinel events such as wrong site surgery and 
medication errors, and the National Transportation Safety Board 
(NTSB), which investigates civilian airline, ship, railroad, and some 
highway accidents. One of the more comprehensive is the Human 
Factors Accident Classification System (HFACS), which has four 
levels: unsafe acts, preconditions for unsafe acts, unsafe supervision, 
and organizational influences (Weigmann and Shappell, 2005). These 
levels are designed to mimic the “swiss cheese” model developed by 
James Reason in which he shows how most accidents are the result of 
the failure of multiple levels of controls.

Although the investigation of incidents/accidents is primarily 
focused on finding causes, it is not unusual for an additional 
evaluation to be conducted to determine whether incident response 
was timely and correct.
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Both preventive and corrective action are about managing risk. 
Preventive action is a proactive way to assess processes for 
potential risk and put in controls to reduce the probability 

and/or the impact. Performance of those processes is then monitored 
through both metrics (the Y) and audits (the X). When problems are 
found, a decision is made as to whether corrective action is warranted; 
if it is, root cause analysis is used to identify and resolve weaknesses in 
the process, thereby installing additional controls. The two processes 
then create a continuous loop (see Figure 12.1).

Problem diagnosis consists of three major components: (1) the 
problem statement, (2) theories about possible causes, and (3) evidence 
to support or refute each cause (see Figure 12.2). There are several 
ways to search for those causes (see Table 12.1). However, if only these 
three components were provided as a diagnostic guide, it’s likely 
that people would jump directly to possible causes without thinking 
about the process or spend insufficient time thinking about what data 
to collect before acting. Possible causes should not be thought about 
until after the problem statement (step 1) and process flowchart (step 
2) have been completed. In other words, people should slow down, 
not speed up, in order to perform an effective diagnosis.

Getting people to slow down isn’t easy when their emotions take 
control. Emotions take over because of arbitrary time requirements 
for responding to corrective action requests, an organizational culture 
that sees corrective action requests as hot potatoes, and the sense that 
people have too much on their plates.

12
Improving 

Corrective Action
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Figure 12.1 Preventive and corrective action.

          Check
Monitor the process
• Metrics (Y )
• Audits (X )

              Do
Operate the process

              Plan
Design the process
• Customers and suppliers
• Inputs and outputs
• Objectives and measures
• Resources and controls
• Process review and
 preventive actions Problem

identified?

          Act
Corrective action

     
No

     
Yes

Figure 12.2 Major components of problem diagnosis.

Problem definition

Evidence Possible causes

 
  Table 12.1 6S approaches to finding causes.

Approach Description of Application
Sequence Flowchart of time-ordered operation of the device or process
Structure Logic tree of the cause-and-effect relationships
Science Forensic analysis/testing based on scientific principles
Space Concentration diagram showing where problem does/does not exist
Stratification Run charts, histograms, and multi-vari charts analysis to segregate  

by cause
System Switching between the 5 above approaches based on need
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What is needed is a way to get the neocortex (the logical, objective 
portion of the brain) to take control, rather than the reptilian portion 
that causes automatic fight­or­flight responses. Although it may be 
difficult to get organizations to adopt the following studies, the author 
has found them to be quite useful for helping keep one’s sanity in 
potentially emotional situations.

CRITICAL THINKING
Many people go through life performing little-to-no critical thinking, 
which involves reflecting on one’s own thinking processes, on how 
effective they are, and on how they might be improved. Figure 12.3 is 
one view of the components of critical thinking, which can be equally 
applied to problem solving.

The goal drives what theories will be used to analyze the 
situation, what data will be acquired, and what assumptions will 
be made. Conclusions made are a result of how well all these are 
properly understood and processed by all involved. Although the 
10-step model attempts to help with the goal (through step 1), the 
theory (through steps 2 and 3), and the data (steps 4 and 5), it does 
not specifically address assumptions. A rule of thumb is that problem 
solvers should explicitly state their assumptions, especially when they 
have reached some sort of impasse.

Figure 12.3 Thinking as a process.

Input

Process

Theory
Data

+
Assumptions

Goal
Output

Conclusions
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BUDDHISM
A major component of the Buddhist philosophy has to do with 
stilling one’s mind, not permitting distractions such as attachment 
to things, people, or ideas to cloud one’s thinking and decisions. The 
Eightfold Path is designed to help one live a more enlightened life. 
Certain components could equally well be applied to organizational 
problem solving, such as the following:

• Right view: Seeing things as they really are rather than as we 
would like them to be, which allows a more realistic under-
standing of what one is dealing with.

• Right thought and right speech: Not criticizing those who created 
the problem or who have not been successful in solving it.

• Right effort, right mindfulness, and right contemplation: Staying 
focused on the problem rather than wandering off on side issues.

STOIC PHILOSOPHY
According to stoic philosophy, what is, is. Put another way, stuff 
happens. One can choose whether to allow circumstances to 
create stress and the resulting negative impacts on emotional and 
physical health, or to accept what is and move forward. In a study 
of individuals who had survived catastrophes of various kinds, it 
was found that those who accepted the reality of their situation and 
looked objectively at what they could do were much more likely to 
survive (Gonzales 2005).

An individual once said to the author, “There’s a bird in my house. 
What does that mean?” The author responded, “It means there’s a 
bird in your house.”

 

This is a simple example of one of these philosophies applied to 
an everyday situation. The presence of a bird inside a building causes 
concerns or curiosity based on superstitions that have been passed 
along from generation to generation. However, such meanings are 
imposed by the person; they are not an inherent, objective part of it. 
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As Toyota’s A3 thinking emphasizes, logical thinking and objectivity 
are key components required for effective problem solving (Sobek and 
Smalley 2008).

SUMMARY OF ROOT CAUSE ANALYSIS
Root cause analysis is a process for finding the causes of a problem 
in order to align solutions to those causes. Although knowledge of 
the underlying technology involved in the failed process is necessary, 
it is not sufficient to provide a rigorous diagnosis. General process 
improvement can also benefit from many of the techniques presented 
in this book. However, with process improvement, one is often trying 
to optimize a working process rather than fix one that has failed.

The model presented can be used to solve individual problems 
or to look at repetitive causes, which simply begin at a deeper level 
of the system. It can also be used for near misses if information on 
such events is recorded. Success with the model will be affected by 
how finitely the cause­and­effect relationships are known or can be 
defined. For example, the natural laws of physics are known and 
fairly discrete, which makes trouble-shooting of equipment failures 
generally easy.

When software is involved, the situation becomes more complex 
since the decisions being made are less visible. And when the 
problem involves human behavior, complexity is even greater, since 
the fallibility of the human mind plus the impact of differing beliefs 
and values makes relationships between causes and effects appear 
invisible. Availability of data can also make analysis difficult, such as 
in situations where there are no specifications, standards, or history for 
comparison, or where data are not available (such as when evidence is 
destroyed as part of the failure) or are difficult to obtain (such as when 
evidence is contained within physical or legal boundaries).

It is expected that the model will be useful for beginning, 
intermediate, and advanced problem solvers in the following ways:

• For beginners, the model can provide a guideline to be used as 
they begin learning problem solving.

• For intermediate-level problem solvers, the model can provide 
an explicit view into what they may currently be doing and help 
them fine­tune their thinking.
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• For advanced personnel, it will likely be most useful for when 
they think they have solved a problem, only to find it returning. 
This may indicate a need to step back from the heuristics they 
have been using and look at the problem more broadly.

The author has been involved with many problem-solving projects, 
many of them having a significant financial impact. The 10­step 
model is the embodiment of much of what was learned during 
these projects and through teaching the process to others. Readers 
are encouraged to try the model and adapt it as needed for their 
own use. For those who find the diagnostic process especially 
invigorating, learning about the statistical techniques that can 
supplement this logical thinking could provide another source of 
significant leverage for problem solving.

In our not-so-distant future, it’s likely that root cause analysis will 
become much easier, judging by the amount of data being collected by 
organizations. Machine learning will be able to continually look for 
patterns or outliers and this might allow us to predict failures before 
they occur. This is being done in a lot of technical fields now, and as 
the software improves, its use will become more widespread. In the 
meantime, let’s use what we currently know about problem solving to 
make our organizational processes more reliable.
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Throughout the chapters there were many examples of portions 
of root cause analysis projects; this appendix provides a more 
complete view of several projects from various industries and 

situations. The major focus is on the diagnostic process, steps 1–5 of 
the 10-step model.

The examples are intentionally simple ones, but the reader is 
reminded that the primary differences between simple and com pli­
cated diagnoses are the number of possible causes and the levels one 
must drill down. It may be handy to have a copy of the 10-step model 
available while reading the descriptions so as to trace the steps of the 
model through each activity taken in the project.

A NEED FOR FOCUS
Management requested that a team of employees reduce downtime 
on a production line. It was a continuous process, meaning that if one 
piece of equipment on the line went down, the entire line had to stop. 
When it stopped, one portion of the line had to continue to operate, 
but dump what was being produced into a scrap heap.

Management asked that a root cause facilitator meet with the team 
members to observe them. The team had been brainstorming causes 
and solutions for two meetings, and the facilitator, in order to help 
them become more focused, requested that they develop a process 
flowchart. (It was so simple that they probably thought he was crazy; 
see Figure A.1.)

Appendix A
Example Projects
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Figure A.1 Process flowchart for continuous line.

Machine A Machine B Machine C Machine D

Once the flowchart was available, he asked, “Which machine 
is down most often?” (Note: Try to avoid working on really broad 
problems. Reduce line downtime by reducing machine downtime; 
focusing on the one that is down most often will have the biggest 
impact.) There was consensus that it was probably machine A, but the 
facilitator requested data to support that opinion.

The team gathered data (real-time data collected at the line, 
not data from maintenance records) and organized it into a Pareto 
diagram (see Figure A.2). The diagram indicated that machine B had 
the most downtime. This was a surprise to the team because machine 
A was much more complex and visible when it went down.

The team now had data indicating which machine contributed the 
most to downtime and how much it was down within a certain period 
of time. They could now write a problem statement and focus on that 
specific problem.

The next step was to determine why machine B was down. The 
team returned to data collection, but this time focused on how much it 
was down and classified the causes of downtime into categories. The 
next Pareto chart (see Figure A.3) showed that board changes were 
the largest cause. (Note: Had the team relied on maintenance records, 
this cause would not have shown up because board change was not 
something that maintenance was involved with. It was an operator-
responsible task, similar to replacing a worn tool.)

An investigation into the board change process found that 
when the machine was new, one person could do the task in about 
five minutes. In the current state it required two people and about  
20 minutes. This was due to wear of some of the machine component 
parts (the product produced being very abrasive).

The team quantified the cost of downtime and approached 
management with a recommendation that certain portions of 
the machine be rebuilt. Downtime of the line was reduced by six 
percentage points as a result of this repair, saving the company 
hundreds of thousands of dollars.
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Figure A.2 Line downtime by machine.
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Figure A.3 Causes of downtime for machine B.
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Machine wear was obviously only the physical cause. To find why 
the components had worn to such a level, the organization would 
have to consider the following issues: Was the machine being used 
in a way it wasn’t designed for? Was preventive maintenance being 
skipped? Was there no way to monitor component degradation on the 
machine? Because this line was only one of three, probing into root 
cause would likely be worthwhile.

HOW WOULD THEY KNOW?
An ISO 9001 surveillance audit had already been scheduled, so even 
though the quality manager had been in the job only a few days, 
she had to go ahead with it. Right away the registration auditor 
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wrote a nonconformity for the fact that there was no evidence any 
internal audits had been done in the last year. That one required an 
immediate response!

The quality manager figured there could be only two causes:  
(1) no audits had been scheduled, or (2) the scheduled audits hadn’t 
been conducted (see Figure A.4). She asked around and looked for 
an audit schedule but found nothing (lack of a schedule was the 
physical cause), so she pulled the audit procedure to see what it said. 
The procedure indicated that audits were to be done according to 
the schedule, it specified auditor qualification requirements, and it 
specified how audit findings were to be reported. However, it did not 
define responsibilities or methods for creating the audit schedule (the 
system cause).

The quality manager quickly created an audit schedule to begin 
the following month, wrote up a corrective action request to initiate 
revision to the audit procedure, and also made a note to check into the 
management review procedure to see whether audits were reviewed 
during the process.

HOW PROFICIENT IS THAT?
A lab was required to conduct proficiency testing (PT) to ensure 
that test results were accurate. The researchers had seen a shift in 
results of one particular test a few months earlier, and now the shift 
was back. The PT process flow consisted of receiving the sample, 
preparing the sample, conducting the test, interpreting the results, 
and reporting the results.

The same people were interpreting and reporting results as before, 
so the lab assumed the problem was not related to those steps (see 
Figure A.5). Since the sample was provided by a third-party standards 
lab, they decided to focus on the sample prep and testing process. 
Again, the same people were involved in the prepping and testing 
process as before, so they ruled this out as a likely cause and focused 
instead on equipment. Equipment involved included the reagent, 
the devices used to contain the sample during testing, and the test 
machine itself (see Figure A.6).
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Figure A.4 Logic tree highlighting no audits being conducted.

No audits being conducted

No audits scheduled Scheduled audits not carried out

Figure A.5 PT process flow.
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Figure A.6 PT logic tree.
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They first looked at test equipment records (for example, 
calibrations, standardizing, maintenance) and could find no possible 
linkages to the problem. They then looked at the lab glassware used 
and could find nothing to explain the problem. When they looked at 
the reagents they found that one, although still within the expiration 
date, was nearing the bottom of the container (volume). They looked 
back at when the problem had previously occurred and determined 
from purchasing data that the same reagent had been getting low.
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Further investigation revealed that the reagent was an evaporative 
type that caused the concentration to become higher as the product 
was used up (although still within the specs). The lower the volume 
in the container, the more significant this effect would be. This specific 
test was particularly sensitive to variance in this reagent.

The next step was to purchase a new bottle of the reagent; the 
PT results rebounded to normal. They deduced that increasing the 
turnover of bottles would reduce the impact of evaporation. In order 
to keep the problem from recurring, they specified that only smaller 
bottles would be purchased in the future.

GETTING THE SHAFT BACK
A division of a company making electromechanical assemblies has 
two facilities a few miles apart. One is the machining facility that 
produces the components, which are then transported to the other 
location for assembly, testing, and shipment to customers.

The original problem stated by management was that too many 
parts were being returned from the assembly plant to the machining 
facility. A Pareto analysis was conducted to look at the reasons for 
rejection (see Figure A.7). Because the largest problem was pinions  

Figure A.7 Pareto analysis of cause for returned parts.
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that caused noise in the assembly, the next problem statement was “X 
percent of pinions are being returned from assembly due to noise.” 
(Note: A pinion is a shaft that has teeth along a portion of its length.)

In order to orient the project team to a process focus, the facilitator 
asked the members to first do a high­level SIPOC analysis (see Figure 
A.8), which demonstrated the relationship of the machining plant to 
the assembly plant and the primary external supplier. The team also 
redefined the problem as too much runout (that is, the tooth pitch 
diameter was not true to the outside diameter of the pinion); this was 
known to be the factor that created noise in the assembly.

The first breakthrough occurred when the team members viewed 
the SIPOC. They recognized that they could visit the assembly plant 
and talk with the individual on the assembly line who assembled the 
pinion and then had to disassemble it if it was bad. This took away the 
anonymity of the problem, making it much more personal and with 
higher perceived importance.

Next the team looked at the process step from the SIPOC and broke 
it down into more detail (see Figure A.9). They then brainstormed 
possible causes for each step:

• Bar machine not putting center in correctly
• Hobbing teeth off center
• Grinding off center
• Part warping at heat treat
• Parts damaged during transport

 

Figure A.8 SIPOC diagram for pinion problem.
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Figure A.9 Pinion manufacturing process.
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The team members decided that for the next run of the pinion 
process they would measure the runout of every pinion (a typical 
batch was 30 parts) as it came off each machine. Pinions were handled 
in a way that allowed knowing which one was which, and data 
were collected for each pinion at each step (see partial example in  
Table A.1).

The data for the 30 pinions were then put into a histogram for each 
step of the process. Figure A.10 shows the distribution for each step, 
with the curves representing the histogram turned on its side. The 
data show that the distribution for pinion runout became much worse 
(more runout on average) at the rough grind process, indicating that it 
was causing a major change in part quality.

With this information, the team then brainstormed possible causes 
for the rough grinder to cause runout:

• Grinding spindle problems (for example, worn bearings)
• Collet slipping
• Collet not centered
• Collet not being used
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 Table A.1 Runout data collection table.

Pinion # 
Runout

Bar M/C Hob Rough HT Assembly

1 .0003 .0004 .0012 .0011 .0013

2 .0006 .0006 .0017 .0016 .0016

3

…

Figure A.10 Distributions of runout.
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Because the collet was listed three times, they decided to look at it 
first. They found it in a drawer at the machine, no longer being used 
(the machine could be run by locating the pinion on the center stub 
instead). They decided to install the collet, run some parts, and see 
whether the problem went away; it did.

The physical cause? The collet was not being used. The root cause? 
Because the organization had total control over both product and 
process design, it allowed people to make process changes (but not 
engineering changes) without reviewing and validating the change. 
The lack of a process change procedure was rectified.

GOT IT IN THE BAG!
An organization places materials into 25-pound bags using a semi-
automatic machine; the operator loads an empty bag, hits a button, 
and then removes the bag when the machine indicates the bag is full. 
A scale is occasionally used to verify that the bag weight is correct, 
and it indicates when there is a problem.
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A flowchart of the bagging process was prepared (see Figure 
A.11), and it was decided to increase the sampling to 100 percent 
inspection in order to study variation in the process. The bag weights 
looked random most of the time, but occasionally several bags were 
heavier than normal, as shown in Figure A.12. Workers continued to 
monitor the process until someone noticed that the heavy bags always 
occurred after a break or lunch.

Figure A.11 Bagging process flow.
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Figure A.12 Bag weights over time.
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They surmised that the cause must be related to the pre-load, air 
feed, or bag-hanging or unloading process. They tried leaving the 
machine with and without combinations of empty and full bags during 
a break, but this had no effect. They then looked at how the preload 
process works, and found that when the machine was operated 
continuously, the preload container was not kept full. However, if the 
machine was left turned on without bagging, the container would fill 
up completely.

They determined that the physical cause was related to the design 
of the machine, which they could not change. However, they did 
change the operating procedure to require the machine to be turned off 
when not being operated continuously, and this solved the problem.
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This appendix includes several items that are useful for guiding 
people through the root cause analysis process and for improving 
the problem-solving and corrective action processes.

GENERIC PROCESS THINKING
It’s amazing how often people say, “X won’t work in my organi za-
tion. We’re different.” But having worked with people from literally 
hundreds of different organizations, the author can confidently 
say that organizations are much more alike than they are different. 
One of the ways they are alike is that every organization carries out 
processes, although cycle time and/or complexity may differ.

Because good root cause analysis requires knowing how to diag-
nose processes, it is sometimes necessary to calibrate people in the 
organi za tion as to how almost anything can be viewed as a process. 
Figure B.1 illustrates one means, whereby several different types of 
organizations are listed and one of their core processes flowcharted. 
Of course, not all will have five boxes; this was simply a convenience 
to show similarities.

For each process, one measure of the output (Y) of the process has 
been identified. Then, one or more process variables (X) that might 
affect performance of the process are also listed.

Appendix B
Root Cause Analysis 

Process Guides
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SIPOC ANALYSIS FORM
One way to help people understand their organization, their depart-
ment, or their own work activity as a process is to use the supplier-
input-process-output-customer (SIPOC) model. Figure B.2 is a form 
that people can use to perform such an analysis.

They do this by first identifying what organization/department/
process/activity they want to analyze (the process). Then they list 
what this process provides to someone (the outputs), followed by who 
that someone is (the customers). Determining how the customer might 
evaluate the quality of the output—what they would measure—is 
then listed (the outcomes).

Then the analysis moves to the left side, asking what the process 
must receive in order for it to be able to operate (the inputs) and who 
those inputs are received from (the suppliers). How the organization 
would evaluate the adequacy of those inputs is then listed (the 
incomes).

At the bottom of the form is an opportunity to begin decom- 
posing the process by defining the input and output boundaries, and 
the major steps between them. One or more of these steps can then be 
moved to another SIPOC analysis sheet and the process repeated.

DATA COLLECTION AND ANALYSIS TOOLS
Throughout this book many tools and techniques have been 
presented that can be used to gather and/or analyze data in order to 
objectively evaluate possible causes.

Root cause analysis is about finding which X variable is affecting 
the Y variable we’re concerned about. X variables can be classified 
into types including entity, location, time, and parameter. Table B.1 
may be useful for providing guidance on which tools to use to collect 
and analyze data, based on which type of X variable one believes may 
be affecting Y.
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 Table B.1 Data collection and analysis tools.

X Variable Type Tool for
Collecting Data

Tool for
Analyzing Data

Entity Check sheet, generic data 
collection sheet

Pareto, contingency table

Location Concentration diagram,  
check sheet

Concentration diagram, 
Pareto

Time Generic data collection  
sheet, run chart

Run chart

Parameter Run chart, generic data 
collection sheet

Run chart, histogram,  
scatter diagram

Any, but using text data Interviews, observation  
of text records

Affinity diagram and 
interrelationship diagram,  
time journal or flowchart, 
content analysis

Any (as above) Is/Is-not table

Examples of X Types
• Entity: Machine, people, process line, batch of something (things 

that would typically be counted)
• Location: Physical position within a building or on something 

(for example, part or person)
• Time: Hour of day, shift, day of week, month
• Parameter: Temperature, pH, viscosity, volume, age (things that 

are typically measured)

Tables B.2 and B.3 summarize data analysis in a different way, listing 
the tools most likely to be used for visual analysis based on the type 
of difference to be tested, as well as on the statistical techniques that 
might be used to confirm or deny what the visual analysis appears to 
indicate. B.2 is applicable for measured data and B.3 is for count data.
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 Table B.2 Analysis of variable data.

When Looking For Visual Analysis Statistical Analysis
Differences over time Run chart Run test, X/MR+
Differences between Concentration diagram Logistic regression

“ Dot plot t, F, ANOVA
“ Histograms z, t, F, ANOVA
“ Pivot table z, t, F, ANOVA
“ Multi-vari plot ANOVA

Correlation between Scatter diagram Pearson correlation

 

 Table B.3 Analysis of attribute data.

When Looking For Visual Analysis Statistical Analysis
Differences over time Run chart Run test; p, np, u, or c chart

Differences between Concentration diagram Chi-square, z test for 
proportions

“ Bar chart/Pareto Chi-square, z test for 
proportions

“ Contingency table Chi-square, z test for 
proportions

“ Pivot table Chi-square, z test for 
proportions

Correlation between Scatter diagram Phi  correlation

DO IT2 ROOT CAUSE ANALYSIS GUIDE
Although the author has tried to keep the content of this book 
concise, there is still a lot of information one must retain if planning 
to use the 10-step model. Table B.4 summarizes each of the 10 steps 
according to what questions one is trying to ask at each step and 
what the output of that step is likely to be. This table will be useful 
for those who want to follow the model, and also for those who are 
responsible for coaching/facilitating the root cause analysis process.
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 Table B.4 DO It2 root cause analysis guide.

Step Questions Outputs
1. Define the problem • What is the right problem  

to work on (frequency,  
cost, risk)?

• Is it scoped to a  
reasonable size?

• What is it, where and  
how much does it occur?

• How does it perform  
over time?

• Pareto for selecting right 
problem

• Pareto for scoping problem
• Run chart showing how it 

performs over time
• Problem statement

2. Understand the process • What are the boundaries?
• What are the major steps 

between the boundaries?

• Process flowchart

3. Identify possible causes • Which is the best way to 
identify causes?

• What changes may have 
been made and/or occurred 
in the process?

• List of most likely causes 
(flowchart, logic tree, or 
brainstorming)

4. Collect the data • What data to collect (e.g., 
which Y data, X data)?

• What sample size and 
method, over what time 
frame?

• What level of accuracy  
and precision (e.g., # of 
decimal points)?

• How will the data be 
analyzed (e.g., which tools)?

• Data collection and  
analysis plan

• Forms and training for  
data collection

• Data collected

5. Analyze the data • How to slice/dice the Y data 
by X variables?

• Have we gone deep enough 
into the 5 whys?

• If the problem found is the 
physical cause, should the 
process root cause also be 
pursued?

• Charts/graphs used to analyze 
the data

• Conclusions regarding which 
X variables are and/or are not 
creating the problem

• (Revise problem statement 
and return to Step 1 if needed)

6.  Identify possible 
solutions

• What could prevent the 
problem?

• List of possible solutions

7.  Select solution(s) to be 
implemented

• Which solution is best, 
based on economics, 
technical impact, time/effort 
required to implement, 
impact on other variables, 
capability to sustain?

• Solutions to implement and 
rationale to support (e.g., 
decision table, benefit/cost 
analysis)

(Continued)
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 Table B.4 DO It2 root cause analysis guide (continued).

Step Questions Outputs
8. Implement the solution(s) • What needs to be acquired?

• What training and 
communications need to be 
done?

• Where will resistance occur 
and how to offset it?

• Who should do each item, 
and when?

• Implementation plan (e.g., 
action item list with actions, 
responsibilities, timing), 
including both technical and 
organizational change actions

9. Evaluate the effects • Did the problem go away or 
is it less?

• If it is better, is it because of 
the action taken?

•	 If	it	isn’t	better,	where	in	
the 10 steps did things go 
wrong?

• Chart/graph/data showing 
how process performance is 
now different from what it was 
before project was initiated

10.  Institutionalize the 
change

• What actions need to be 
taken in order to make the 
change permanent (e.g., 
revise which procedures, 
job descriptions, or training 
materials)?

• What will be done to 
monitor the process, and 
for how long, to ensure it 
is sustained (e.g., tracking 
outcomes, auditing 
process)?

• Where else in the facility/
company might this solution 
be useful?

• What was learned during 
this project that could help 
us be more effective at 
future projects?

• Revised drawings, specs, 
procedures, etc.

• Communication to other 
process owners, managers, 
facilities where the knowledge 
gained might be useful

DO IT2 PROBLEM-SOLVING WORKSHEET
Although less detailed than Table B.2, a form such as that shown 
in Table B.5 could also be useful for guiding someone through the 
process. At a minimum, individuals who want to improve their 
corrective action process should consider how providing such 
structure can be helpful. For example, when someone writes down 
what she or he believes to be the root cause, he or she must also 
document any supporting evidence (see step 5 on the form), as this 
will force a level of thinking not often used.
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 Table B.5 DO It2 problem solving worksheet.

1. Define the problem It is It isn’t
What
Where
When
How much
Problem statement

2. Understand the process
Boundaries Starts: Ends:
Major steps

3. Identify possible causes It could be It couldn’t be

4. Data collected
5. Actual causes Physical System

Evidence to support causes
6. Possible solutions
7. Selected solutions

Reason for selected solutions
8. Implementation plan

What
Who
When

9. Results of follow-up
When

10. Institutionalize the change
 

CHECKLIST FOR REVIEWING THE 
CORRECTIVE ACTION PROCESS

Throughout this book the technical process for diagnosing problems 
been detailed, and several additional issues have been raised that can 
affect how well problem solving and corrective action are carried out. 
The checklist in Table B.6 is provided as one means for reviewing the 
broader corrective action process to determine whether it is likely to 
produce effective results.
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 Table B.6 Checklist for reviewing the corrective action process.

Question to ask Potential evaluation criteria
Are appropriate sources of information 
evaluated for potential corrective action?

• Product, process, and system indicators
• Internal and external sources

Are the data analyzed to evaluate 
significance and trends?

• Pareto or pivot table analysis
• Run charts or control charts

Is there a filter for evaluating whether 
findings are sufficient to require  
corrective action?

• Frequency and risk
• Cost
• Current number of corrective action requests  

in system
• Business strategy/objectives

Are responsibilities clearly identified? • Process owner
• Root cause analyst

Are steps for problem diagnosis (root 
cause analysis) provided?

• More than one step
• Involves process analysis
• Iterative to drill down

Are appropriate tools used to support the 
diagnosis?

• Flowchart for process analysis
• Logic tree or cause-and-effect diagram

Is the analysis taken to sufficient depth? • Decision whether to stop at physical cause
Is there evidence to support the causes 
that were found?

• Data that point to the cause(s)
• Data that eliminate other causes

When a barrier failed, were two diagnoses 
performed?

• Cause of the barrier failing
• Cause of the problem itself

Are corrections and corrective actions 
validated as effective?

• Short-term and long-term evaluation
• Supported by data for both

Is it determined whether other problems 
might be or were created?

• System interface analysis
• Multiple follow-up metrics evaluated

Are analyses documented such that a 
reasonable person would agree with 
them?

• Shows linkage among symptoms, causes, and 
solutions

Is the learning shared with others? • Used as preventive actions for similar products/
processes

• Policies/procedures/training
Is meta analysis conducted to look for 
higher-level causes?

• Problem categories
• Cause categories

Does organizational culture support 
effective problem diagnosis?

• Problems are seen as learning opportunities
• People are not negatively treated for system 

problems or honest mistakes
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EXPANDED LIST OF SEVEN MS
Several times in this book the seven Ms have been mentioned as a 
way to categorize possible causes (or sources of variation, as it has 
been more typically known). Following is an expanded list in the 
form of an outlined taxonomy to help those who might find a list of 
more detailed Ms useful in their causal search. Note that this list is 
focused more on quality-type performance issues, rather than safety 
investigations, and was originally developed for use in human error 
situations.
 A. Manpower/people
  a. Physical characteristics
   i. Senses
    1. Hearing
    2. Eyesight
    3. Smell
    4. Touch
    5. Taste
   ii. Physiology
    1. Strength
    2. Dexterity
    3. Flexibility
    4. Reach
    5. Fatigue
    6. Reaction time
  b. Cognitive characteristics
    i. Personality
    1. Risk orientation
    2. Focus on self/others
    ii. Mental state
   iii. Memory
    iv. Processing/decision making capability
    v. Attention/awareness
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  c. Experience level
  d. Medical issues
  e  Language skills
  f. Cultural background
 B. Methods/procedures
  a Lack of
  b. Not available
  c. Incorrect/missing or wrong details
  d. Unclear/confusing
  e. Inadequate controls
  f. Not held accountable
 C. Materials/inputs/consumables
  a. Design level/specs
  b. Produced level
  c. Condition
 D. Machinery/equipment
  a. Design
   i. Physical capability
    1. Forces
    2. Timing
    3. Accuracy
   ii. User interface
    1. Contrast
    2. Colors
    3. Fonts
    4. Symbols
  b. Maintained
  c.  Operations level vs. design
 E. Mother Earth/environment
  a. Temperature
  b. Humidity
  c. Vibration
  d. Ergonomics
  e. Communications
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  f. Work load
  g. Noise
  h. Lighting
  i. Space available
  j. Interruptions/distractions
 F. Measurement/data
  a. Not available
  b. Inaccurate
 G. Management
  a Policies
  b. Resource allocation
  c. Incentive systems
  d. Organizational culture
  e. Accountability
  f. Ethics

FORMS FOR TRACKING 
CAUSES AND SOLUTIONS

It’s sometimes useful to have a way of organizing the list of causes 
being investigated and for which solutions are to be implemented. 
Table B.7 is an example of one used for tracking causes to data that 
provides a supported conclusion, while Table B.8 can be used to track 
solution implementation.

 Table B.7 Assistant for Steps 3, 4, and 5.

Possible Causes (number each) Evidence to Test Conclusions
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 Table B.8 Assistant for Steps 7, 8, and 9.

Cause Solutions Date Implemented Follow-up Findings
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This appendix is designed to supplement the brief information 
provided in Chapter 6 on the use of interviews as a means of 
collecting data. It includes a summary of 1) problems with 

interviews, 2) types of interviews and questions, 3) how to leverage 
how human memory works in order to improve the information 
gained from interviews, and 4) the importance of time and reflection.

BASIC INTERVIEW 
PROBLEMS AND PROCESS

First the bad news, what Chabris and Simon (2011) call the illusion 
of memory. What we have stored in our memory is not an exact 
copy of what occurred. It’s our impression of it; in many cases it’s 
been replayed over and over. Each time we replay it we are likely 
to change it based on what we believe should have happened or 
what we’ve heard others say about the situation. And regardless of 
how vivid or emotional the memory, this does not guarantee that it 
is accurate.

Recall accuracy is one difficulty encountered during interviews. 
Two others are avoidance and deception (Rabon, 2015). A problem 
with recall could take the form of difficulty in remembering or an 
incorrect recall. Avoidance occurs when an interviewee does not want 
to provide a full and complete answer for fear of potential exposure 
of self or others to risk or embarrassment. Deception is an intentional 
attempt to hide the truth.

Think how these could play out for an interview being conducted 
of an individual who picked and packed a shipment for delivery to 

Appendix C
Enhancing the Interview
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a customer, only to receive a complaint from that customer about 
the accuracy of the contents. It is highly unlikely the individual can 
remember packing that particular order, assuming he or she is packing 
dozens or hundreds of orders per day. Anyone who remembers an 
order and knows it wasn’t packed correctly is not likely to want to 
admit it.

The interview process consists of four things: 1) preparation (e.g., 
reviewing what is currently known about the situation and developing 
a list of questions), 2) setting the stage (establishing rapport with 
the individual and explaining the context of the interview),  
3) conducting the interview in order to obtain the desired information, 
and 4) reviewing/exiting (e.g., ensuring proper understanding of the 
relevant issues and thanking the interviewee). 

Interviewer integrity makes a difference in many ways. The 
interviewer must be aware of potential bias about a particular problem 
or interviewee, and personal beliefs about the most likely causes. 
Throughout an interview, the interviewer must be aware of his/her 
own thoughts, feelings, body language, and speaking patterns and of 
how these might influence the interviewee.

When preparing for the interview it is important to think about 
not only what questions to ask, but also about what artifacts might be 
useful to have available. In the case of the shipping situation described 
above, having a copy of the specific order (printed or on screen) might 
help jog someone’s memory. It might also be useful to have a copy of 
the previous order and the following order as well. One of those or 
the sequence of orders might trigger a memory that the single order 
would not.

Although face-to-face interviews are obviously best, sometimes 
distance or timing make them difficult. In this case telephone 
interviews can be a decent substitute, especially if done via an internet 
application that allows video. Email or text are not ideal due to 
potential delays and lack of audio and visual sensory information.

TYPES OF INTERVIEWS AND QUESTIONS
There are two basic types of interviews, exploratory and fact­finding. 
Exploratory interviews will help gain a general overall under-
standing of the situation and identify issues that might warrant 
digging for further detail. Fact­finding interview are the type that 
probe into specific details of issues and actions in order to determine 
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how/why they occurred. Although these different interviews are 
usually done separately, in some cases they can be combined (if done 
in the proper sequence). The advantage of having them separate is 
that the interviewer can review notes from the exploratory phase and 
perhaps do a bit of digging into records before forming more specific 
questions based on what has been learned so far.

Another way to think about it is the sequence used for a situation 
analysis. First it is important to understand what happened (a 
descriptive analysis), then how it happened (a relational analysis) and 
finally why it happened (a causal analysis). Digging too soon into the 
later portions of the analysis can cause vital information to be missed 
that might point in a different direction.

During an exploratory interview the interviewee should have the 
most control; this allows them to describe as much as possible about 
the situation. Interviewer interruptions disrupt cognitive recall and 
processing. Interviewers should instead acknowledge the information 
provided by perhaps echoing what they understood, and encourage 
the interviewee to expand on key areas.

The interviewer has greater control during a fact­finding interview, 
setting the context for each aspect to be discussed and asking in-
depth questions on relevant issues. In many cases the same issue 
will be explored from multiple angles or at different times during the 
interview, in order to establish consistency. Even when the purpose is 
to find out why the interviewee did something, directly asking “why” 
might not be the best approach. Instead, asking how they made the 
decision might be more worthwhile and not interpreted as criticism of 
the choice.

Although Yes/No questions are not usually recommended during 
interviews, they are appropriate when the interviewer is trying to 
get confirmation of information. However, other types should also 
be used: expansion questions (to broaden the view of the situation), 
funneling questions (narrowing the focus to a particular area), and 
probing questions (looking for more details in particular areas).

Regardless of the type of interview being conducted or questions 
being asked, it is important for interviewers to continually be watchful 
to distinguish between facts (is it supporting evidence), opinions (is 
that relevant), and hearsay (what was the original source). Interviews 
can easily turn into a dumping ground whereby employees unload 
some of their frustrations.
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LEVERAGING HOW MEMORY WORKS
For the purpose of interviews, long term memory storage takes two 
forms. Episodic memory has to do with specific events; these have 
timing and sequence orientation. Semantic memory has to do with 
detailed components and symbols and their relationships. Most 
events, especially if insignificant to the individual, are not stored in 
episodic memory, but may be stored as separate items in semantic 
memory. If an interviewer can help someone recall some of the 
semantic components of a situation, that person may also be able to 
recreate some of the episodic information.

Example situation: An old photo of the exterior of a building was 
important as part of an investigation, but there was nothing to indicate 
when the photo had been taken. In order to establish the timing, the 
photographer was asked questions such as these:

• Why did you take the photo?
• Where were you standing?
• What did you use to take the photo?
• How many shots did you take?
• What were you thinking about?
• What was the weather like?
• What did you intentionally include/exclude from the picture?
• Who was you with?
• What vehicle were you driving?
• What were you wearing?

Note that none of these questions included “when.” After answering 
some of them, the individual was able to narrow down the date to a 
useful time frame.

Fisher and Geiselman (1992) provide guidance for cognitive inter-
views and suggest how to help the interviewee reset the context of a 
particular situation. Examples include asking about the location of the 
event, the individual, or other items of interest. What senses (sound, 
smell, touch, taste) were triggered during the event; what thoughts or 
feelings went through the person’s mind or body during the event? 
Having them create a drawing or diagram can also be highly useful.
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Looking for Signals of Deception

Widely applied in criminal investigations, The Reid Technique (Inbau, 
Reid, Buckley, and Jayne, 2005) directs interviewers to observe physical 
aspects of interviewees for signals that indicate their mental state. 
Examples include whether they look directly at the interviewer, which 
direction their eyes go when trying to recall (or make up) information, 
whether their arms/hands are open or closed, and whether their torso 
is upright, laid back, or leaning forward. Changes in any of these can 
indicate a mental shift by the interviewee, which might cause the 
interviewer to dig deeper.

Rabon and Chapman (2011) recommend also looking at linguistic 
indicators such as a change in word tense (switching between “I do” 
vs. “I did”), unconsciously negotiating something (“I did” vs. “I did 
not”), attempting to distance oneself from a situation (“I/we” vs. 
“you/they”), and generalization (“always” or “never”). Tone of voice 
is also a not-so-subtle indicator.

 
THE IMPORTANCE OF TIME AND REFLECTION

Chapter 11 discussed the importance of conducting interviews 
promptly following an event in order to take advantage of recall 
accuracy and the availability of physical evidence. Timing is impor tant 
in at least two other ways: during interviews and between interviews.

During an interview it is important to allow the interviewee 
sufficient time in order to answer questions. Just because they stop 
speaking doesn’t mean they have finished with an answer. It might 
mean they’re thinking a bit in order to decide what else to say. It can 
also be useful to take time during an interview to briefly review how 
well progress is going against plan, and make revisions if necessary.

Time can also be of value between interviews. Because an 
interviewee may continue to think of the questions raised and come 
up with additional information, a later follow-up or check-in can 
be useful. Time between interviews also allows the interviewer to 
look for evidence to corroborate the information or to look for more 
evidence.
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And finally, the interviewer should take time to reflect. What was 
covered and what wasn’t? Should there be a follow-up interview? 
Which causes are now more or less likely to be relevant, and why?
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This appendix contains descriptions of four different problem 
situations and describes how the organizations responded. Read 
each of the cases and write down your answers to the following 

four questions:
1. Did they do containment?
2. Did they take remedial action?
3. Did they address the physical cause(s)?
4. Did they address the system cause(s)?

Case 1

Problem: An auditor found two copies of a specification; both 
documents had the same revision level and date, but some of the 
informa tion contained within them was different.

Action taken: The department responsible for control of specifi­
cations determined which one was correct and destroyed the other one.

Appendix D
Analyzing 

Problem Responses
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Case 2 

Problem: A customer complained to an online retailer about 
receiving the wrong DVD movie.

Action taken: The retailer shipped the correct DVD and told the 
customer to keep the incorrect one.

Cause(s) found: The supervisor found that the employee who retrieved 
the DVD from the shelf had poor eyesight and, because the lighting 
in that area was dim due to a burned-out bulb, misread the title.

Action taken: Replace the burned-out bulb and require the employee 
to correct his/her vision or move to a position less dependent on 
eyesight.

Case 3

Problem: A product had a high failure rate in the field.

Action taken: Replace defective units as they were returned.

Cause(s): A spring inside the product was found to be insufficiently 
robust for the application; it would sometimes loose its “springiness.”

Action taken: The product was not a high-margin item, so the 
company decided to stop production of it.
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Case 4

Problem: A customer complained about defects in a large roll of 
plastic film. It was their first order with the company.

Action taken: Ship the customer another roll from inventory.

Cause(s) found: The material purchased by this customer was a 
darker film than products produced for other customers, and the 
inspection backlighting wasn’t bright enough to allow the inspection 
personnel to see small defects.

Action taken: Put a higher-lumens bulb at the inspection process.

(Answers are on the next page)
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Answers

Case 1

Correction: No indication they looked for other duplicates of this 
spec or others.

Remedial: Yes, in that the bad one is no longer available.

Physical: No. Did not look for why the bad one existed.

System: Ditto.

Case 2

Correction: No, but for this situation it is likely not worthwhile. If 
other customers have a problem they will likely notify the retailer.

Remedial: Yes, in that the customer now has the correct DVD.

Physical: Yes, both the eyesight and lighting were addressed.

System: No, there was nothing done to prevent another employee 
with poor eyesight being placed in the position, nor to ensure that 
lighting does not deteriorate. They should involve a new or change to 
processes for employee qualification and facility maintenance.

Case 3

Correction: No. They are waiting for defective units to be returned by 
customers.

Remedial: Maybe. Do the ones used to replace the defective ones 
likely have the same spring problem?

Physical: No. No action was taken to use a better spring, since the 
product was dropped.

System: No. No action was taken to find out why the wrong spring 
was selected for the design.
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Note: This is a classic case of not thinking about why we do R/CA. Dropping 
the product will resolve it for this particular product, but might the company 
develop another product sometime in the future that needs a spring, and 
make a similar mistake? They should find out why the wrong spring was 
selected, as well as why their validation process did not discover that the 
design was not sufficient for the application.

Case 4

Correction: No indication they considered whether material in stock, 
on a vehicle headed to the customer, or other products might have 
the same defects.

Remedial: Maybe. Although the defective roll was replaced, was the 
condition of the roll sent as a replacement verified as good before 
shipment?

Physical: Partially. The reason for shipping the bad material was 
found (the defects weren’t detected), but why was the material bad in 
the first place?

System: Definitely not, neither for detection nor prevention. For 
detection, they should investigate how they decide what type bulb to 
use for each product. It might be that the brighter bulb will not work 
for all products (it may be too bright and wash out some problems). 
And when they develop a new product, is a review of the inspection 
process done to determine whether it will work effectively for the 
new one?

Note: In this case the product was one that inherently would have defects, 
and that is why it required 100% inspection. If the company does not have 
the technology or finances to preventively address the problem, then a focus 
on detection might be appropriate. Their actions are not adequate for dealing 
with it.
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In addition to the books and articles listed in the references section,  
 the author has found the following resources useful for root  
  cause analysis.

BOOKS
For studying the tools for collecting and analyzing data:

Brassard, M., and D. Ritter. 1994. Memory Jogger II: A Pocket Guide of 
Tools for Continuous Improvement & Effective Planning. Methuen, 
MA: GOAL/QPC.

For other models for root cause analysis:

Ammerman, M. 1998. The Root Cause Analysis Handbook: A Simplified 
Approach to Identifying, Correcting, and Reporting Workplace Errors. 
New York: Productivity Press.

Andersen, B., and T. Fagerhaug. 2006. Root Cause Analysis: Simplified 
Tools and Techniques. 2nd ed. Milwaukee, WI: ASQ Quality Press.

Gano, D. 2007. Apollo Root Cause Analysis: A New Way of Thinking.  
3rd ed. Richland, WA: Apollonian Publications.

Latino, R., and K. Latino. 2002. Root Cause Analysis: Improving 
Performance for Bottom-Line Results. 2nd ed. New York: CRC Press.

Preuss, P. 2003. School Leader’s Guide to Root Cause Analysis: Using Data 
to Dissolve Problems. Larchmont, NY: Eye on Education.
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Vanden Heuvel, L., D. Lorenzo, R. Montgomery, W. Hanson, and  
J. Rooney. 2005. Root Cause Analysis Handbook: A Guide to Effective 
Incident Investigation. Brookfield, CT: Rothstein Associates.

WEB SITES
 
http://www.apqc.org
The American Productivity and Quality Center has a process 
classification framework that is useful for seeing organizations as 
structured levels of processes.
 
http://www.mistakeproofing.com
This Web site is a great resource for learning about and seeing many 
examples of mistake­proofing applications.
 
http://www.triz-journal.com
A resource for another view of creative thinking, based on the 
Russian technique known as TRIZ (pronounced “trees”).
 
http://www.asknature.org
A search engine for finding nature’s way of dealing with specific 
types of problems.
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Benyus, J.M. 2002. Biomimicry: Innovation Inspired by Nature. 
New York: Harper Perennail.

Bloch, H.P and Geitner, F.K. 1999. Machinery Failure Analysis 
and Trouble shooting. Vol 2, 3rd ed. Houston: Gulf Professional 
Publishing.

Buzan, T. 1996. The Mind Map Book. New York: Penguin Books.

Casey, J.J. 2009. Strategic Error-Proofing: Achieving Success Every Time 
with Smarter FMEAs. New York: Productivity Press.

Chase, R.B. and Steward, D.M. 2002. Mistake-Proofing: Designing Errors 
Out. Author.

Chabris, C. and Simons, D. 2011. The Invisible Gorilla: How Our 
Intuitions Deceive Us. New York: Harmony.

Covey, S. R. 1989. The Seven Habits of Highly Effective People: Powerful 
Lessons in Personal Change. New York: Simon & Schuster.

Crossen, M. 2007. “Mr. Pareto Head.” ASQ Quality Progress 40 (3): 10.

Davidson, J.E. and Sternberg, R.J. 2003. The Psychology of Problem 
Solving. Cambridge, UK: Cambridge University Press.

DeBono, E. “Six Thinking Hats,” http://www.
debonothinkingsystems.com/tools/6hats.htm (accessed 
September 28, 2008).

Dekker, S. 2006. The Field Guide to Understanding Human Error. 
Burlington, VT: Ashgate.
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